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Disclaimer  

Statistics NZ takes no responsibility for any omissions or errors in the information contained 

in this report. 

Access to the data used in this study was provided by Statistics NZ in accordance with 

security and confidentiality provisions of the Statistics Act 1975.  Only people authorised by 

the Statistics Act 1975 are allowed to see data about a particular, business or organisation.  

The results in this paper have been confidentialised to protect individual businesses from 

identification.  

The results are based in part on tax data supplied by Inland Revenue to Statistics NZ under 

the Tax Administration Act 1994.  This tax data must be used only for statistical purposes, 

and no individual information is published or disclosed in any other form, or provided back to 

Inland Revenue for administrative or regulatory purposes.  Any person who had access to 

the unit-record data has certified that they have been shown, have read and have 

understood section 81 of the Tax Administration Act 1994, which relates to privacy and 

confidentiality.  Any discussion of data limitations or weaknesses is not related to the data’s 

ability to support Inland Revenue’s core operational requirements. 

Statistics NZ protocols were applied to the data sourced from the New Zealand Customs 

Service; the Foundation for Research, Science and Technology; New Zealand Trade and 

Enterprise; and Te Puni Kōkiri.  Any discussion of data limitations is not related to the data's 

ability to support these government agencies’ core operational requirements. 

Any table or other material in this report may be reproduced and published without further 

licence, provided that it does not purport to be published under government authority and 

that acknowledgement is made of this source. 
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1 Introduction 

1.1 Purpose of this study 

The Growth Services Range (GSR), which consists of the Growth Services Fund (GSF), 

Market Development Services (MkDS) and Client Management Services (CMS), was 

evaluated in 20051.  That evaluation provided evidence on outcomes arising from the 

scheme and the reach and quality of the service provided by NZTE.  It used information 

drawn primarily from surveys of firms that had received GSR grants and/or services.  The 

overall conclusion of the 2005 evaluation was that the GSR seemed effective in improving 

firm capability in areas that were considered to be important contributors to firm growth.   

Questions remained, however, regarding the overall value for money provided by the 

scheme.  As noted in the 2005 evaluation, the ultimate criterion for assessing the success of 

the GSR is that the total benefits to New Zealand outweigh the total costs.  At the time, the 

information needed for a detailed cost-benefit analysis was not available.  However, with the 

development of the prototype Longitudinal Business Database (LBD), we now have a 

potential means to address this wider question.  The LBD is a source of business data held 

by Statistics New Zealand that addresses several constraints identified by the previous 

evaluation.  It includes a rich set of firm characteristics and performance data, as well as 

information on participation in business assistance schemes, including GSR.  The number of 

firms contained in the database, and the breadth of variables included, allow the use of 

econometric techniques to compare outcomes for firms that received GSR with a group of 

comparable firms that did not.  These quantitative estimates of the impact of GSR 

complement the self-reported assessments of outcomes from the previous evaluation survey 

of GSR recipients.  The approach taken in this report focuses on the direct benefits to firms 

receiving GSR grants and or services.  We focus on the additional value-added in the firms 

receiving assistance as this is one measure of benefit to society2.  The relevant costs are the 

grants and the cost of delivering the service. 

It is worth noting that the objectives of GSR and the operation of the scheme have 

changed since the programme began in 20013.  The focus in this report is on the 

performance of firms receiving GSR assistance between 2001 and 2005. 

 

                                                 
1
 “Evaluation of the Growth Services Range” Research, Evaluation and Monitoring Team, Industry and Regional 

Development Branch, Ministry of Economic Development, November 2005. 
2
 A more comprehensive study would also investigate the wider spillover benefits  and displacement effects within 

the economy; however this is beyond the scope of this study. 
3
 The most recent changes occurred in July 2008, with GSF eligibility criteria changing to support a wider range of 

firm internationalisation activities. 
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1.2 The Growth Services Range 

The Growth Services Range consists of a package of grants and services intended to 

accelerate the development of firms with high growth potential.   

a. Client Management Services (CMS), which involves NZTE assigning a client 

manager to each participating firm (‘client’) to act as the primary interface 

between the firm and the services offered by NZTE (allocated $7.4 million in 

2007/08);  

b. Growth Services Fund (GSF), which offers funding assistance for firms to 

purchase external advice and expertise (allocated $5.9 million in 2007/08); and 

c. Market Development Services (MkDS), which are provided by NZTE’s offshore 

offices and comprises specialist information, advice and facilitation assistance 

(allocated $37.0 million in 2007/084).   

The relationship of the different components of the scheme is shown in Figure 1. 

Figure 1   The Components of GSR 

 
 

The GSF grant is only available to firms with high growth potential.  High growth 

potential (HGP) is defined by NZTE as the potential to generate either average 20% per 

annum revenue growth sustainable for five years, or revenue growth of $5m within five years.  

All firms that receive a GSF grant also receive CMS advisory services from NZTE.  In fact, all 

                                                 
4
 This amount excludes other programmes aimed at identifying and coordinating international market 

opportunities such as Beachheads ($6.5m); Marketing and Communications ($9.9m) and Generic Market 
Intelligence ($1.4m). 

Client Management Services 
 
Firms with high growth potential (HGP) 
 
 

MKDS 
Services  
All firms 

All firms 

Growth Services Fund 
 
Firms with high growth 
potential (HGP) 
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client firms that are classified as HGP, and some firms that are in the ‘pipeline’ to becoming 

HGP, receive the specialist CMS advisory services.  By contrast, MKDS services are 

available to all firms that are deemed capable and willing to pay for the services.  HGP 

clients may receive MKDS services at a reduced cost. 

In this evaluation we focus primarily on firms that received GSF grants and CMS 

advisory services.  Specifically, we look at the impact on groups of firms receiving: 

a. Client Management Services and a GSF grant (combined GSF) 

b. Client Management Services (CMS only) 

We also consider the additional impact of receiving MKDS services and of receiving 

other types of assistance from NZTE and other agencies, but this is not the primary focus.  

There are some data issues relating to identification of firms that received CMS in the past.  

These are discussed in further detail in section 4 of this report.  Consequently, our most 

reliable impact estimates relate to the combined impact of GSF and CMS. 

1.3 The Evaluation Framework 

This evaluation is aimed at assessing the direct impact of receiving GSR grants and/or 

services on participating firms.  We have used a range of micro-econometric techniques to 

provide quantitative estimates of the impact of GSR.  These techniques take into account the 

characteristics of firms, e.g. firm size and exporting history, and the fact that government 

assistance is typically not assigned randomly.  These techniques have not been used before 

in New Zealand to evaluate the impact of government assistance to firms (although similar 

methods are used in the medical and labour policy field, and their use for business 

assistance is common in other countries). For the purposes of this report, it is necessary to 

introduce terminology relating to how we measure the impact of business assistance 

programmes.   

At the heart of evaluation is the following:  In seeking to know the impact of a 

programme on a firm, we wish to compare what happens if they receive government 

assistance (in the language of the literature: receive the treatment) to what would happen 

otherwise.  If we call the first Y
1
 and the second Y

0
, then the treatment effect for each firm i at 

any time t is defined as the difference between its potential outcomes: 

(1)      01

ititit YY −=α  

where the outcomes might be a firm’s sales (if we are considering just the 

immediate/intermediate outcomes), value-added or productivity (if we are considering the 

ultimate intention of the scheme).  The fundamental evaluation problem arises because we 
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cannot observe both what would happen if the firm participated in the programme and what 

would happen if it did not.  That is, we do not observe both Y
1
 and Y

0
.  The outcome that we 

do not observe is called the ‘counterfactual’.   

The evaluation problem is illustrated in Figure 25.  Consider a firm that – in the absence 

of government assistance – would be expected to follow the outcome profile depicted by the 

dotted line in the figure.  The firm receives assistance in time periods T1, T2 and T3, which 

results in increases in the outcome levels one year later (as depicted in the bold line, Y
1).  

Note that in the case depicted in the figure, the firm in question would have continued to 

grow even without the government assistance.  This is as one would expect with the ‘high 

growth potential’ firms, which are the focus of the GSR.  Nevertheless, in receipt of the GSR, 

the firm grows even faster still.  The treatment effect is the difference between the two lines.  

In our example, there are 3 different periods of assistance.  Thus, we can think of the 

assistance that the firm receives as three separate treatments, or one total treatment 

spanning three years.  In the case described in the figure, there is a permanent impact on the 

firm as the final outcome level is higher in the assisted case even after the assistance stops.  

Because there is a lag of one year between each treatment and the impact on the outcome 

the two lines are identical at T1 (when the firm first receives treatment), but continue to 

separate after the final instance of assistance (at T3) until T4.  From then onwards, the line 

continues (and thus the assisted and unassisted firm would continue to grow) at a similar 

rate.   

 

Figure 2   The impact of the GSR 

 
 

                                                 
5
 This illustration and discussion are based on similar material in Revesz and Lattimore (2001). 

Firm receives 
GSR 

assistance 

Time  

With GSR: Y1   

No GSR: Y0 

Outcome  
(Y) 

T1  T2  T3  T4  
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The overall impact (I) for an individual firm i at time t is: 

(2)     ∑
=

=
4

2

T

T

iit RI
τ

ττα   

where T2 is one year after the initial receipt of assistance, Rτ is a discount factor=
12)1(

1
+−

+
T

r
τ

 

and r is a discount rate6.   

Because we do not observe the counterfactual (Y
0
), we have to somehow generate it 

artificially.  This is the essence of how we must solve the evaluation problem – how we 

create a counterfactual.  One way to do this is to find a suitable comparison group of firms 

and compare the outcomes of the firms receiving assistance with those of the control group.  

However, this is not quite as simple as it first seems.  We cannot simply compare a group of 

firms receiving GSR with another random group selected from the business population.  This 

is because we expect outcomes to vary among firms for all sorts of reasons, regardless of 

whether they receive assistance.  Crucially, they are likely to be influenced by the 

characteristics of the firm (e.g. big firms produce more than small ones).  In order to make 

the appropriate comparison, we need to compare like with like.   

One crucial way in which the two sets of firms might differ is in their likelihood of being 

treated.  If only firms with potential for growth receive government assistance, the whole of 

the business population (some of whom are not expected to grow at all) is not the 

appropriate comparison.  Therefore, the evaluation will tend to overstate the impact of the 

assistance if comparison is made with the remainder of the population.  This is referred to as 

selection bias in the impact estimate.  The appropriate comparison group would be firms that 

also have the potential for high growth, but have not received assistance.   

The GSR is very definitely not assigned randomly to firms.  As we note in section 1.4 

below, the GSF grant is only available to firms with high growth potential.  Thus, the 

appropriate control group would be other high growth potential firms.  One way to evaluate 

such a scheme would be to identify a set of high growth potential firms and then randomly 

assign GSR services to a subset.  In such cases, the cost of identifying ‘too many’ high 

growth potential firms would be offset by the benefit of being able to compare outcomes.  At 

least two other difficulties emerge with this.  First, this requires an evaluation plan to be set 

out before the policy is implemented, which is not always the case.  Second, it requires strict 

                                                 
6
 See Section 5 for a discussion of appropriate discount rates. 
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policing to ensure that treatment is indeed random within the group of high growth potential 

firms.   

There are a number of techniques that have been developed to reduce or remove this 

selection bias and provide robust impact estimates. The techniques that we have considered 

are outlined in Section 3 and discussed in more detail in an Appendix.  There is no golden 

bullet supplying the perfect estimator for all cases as each estimator provides the correct 

answer only under certain assumptions.  We must consider the institutional nature of the 

programme – how were firms informed about the programme, what are the eligibility criteria?  

Another important consideration is what the parameters of interest are – what outcomes are 

we trying to measure and how will we measure them? 

1.4 Outline of this report 

Section 2 gives an outline of the GSR programme covering the objectives, desired outcomes 

and information regarding eligibility for receiving GSR grants and services.  Understanding 

the reasons why firms participate in GSR is vital for reducing selection bias because it helps 

our selection of an appropriate control group.  We also present summary findings from the 

2005 evaluation in this section. 

Section 3 describes the two broad sets of techniques we use to estimate the impact of 

GSR.  The detailed methodology is outlined in Appendix 1. 

Section 4 presents the data used in this study.  Appendix 2 presents a detailed table of 

variables and definitions. 

Section 5 presents an overview of our results.  Full tables of results are given in 

Appendix 3 and a detailed technical discussion of results is given in Appendix 4.  We include 

a range of estimates for the average impact of GSR assistance to investigate the sensitivity 

of our results to different techniques and different underlying assumptions.  We also discuss 

our results in light of previous evaluation evidence. 

Section 6 presents conclusions.   
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2 Programme Information  

2.1 Programme objectives 

The Cabinet paper7 that established the GSR stated that its aim is to “accelerate 

development of firms with high growth potential and enhance their contribution to New 

Zealand’s overall economic growth.”  The 2005 evaluation has a full discussion of the policy 

rationale, development of GSR and operational detail.  We summarise the main points in this 

report. 

The policy rationale for the programme is that New Zealand firms do not invest 

sufficiently in expertise and information services that would help them achieve their growth 

potential.  Some of the reasons noted in the Cabinet paper include: 

• Firms may not realise benefits of external business advice  

• Many firms lack the management expertise and knowledge necessary to grow 

their businesses; 

• Owners may be unwilling to cede control of their businesses or lack confidence 

to take risks to grow their businesses; 

• The pressures of day-to-day management and tight resource constraints may 

crowd-out a focus on longer term strategic issues; 

• Firms may wrongly assume they are too small to export or find the costs and 

time to set up an offshore network prohibitive 

• Some of the benefits may be external to the firm8 

   

An intervention logic for the GSR was developed as part of the 2005 evaluation (Figure 

3).  It was discussed and agreed by MED, NZTE, and MFAT as representing the agencies’ 

joint understanding of what the programme is intended to achieve and how.  It includes a 

summary of the policy problems, activities and intermediate to ultimate outcomes.  The focus 

of this evaluation is on the support offered under the Growth Services Fund (GSF) and Client 

                                                 
7
 from the Integration Cabinet paper EDC (03) 55  

8
 Unlike programmes supporting research and development or knowledge transfer within the innovation system, 

the principal benefits of investing in business advisory services will rest with individual firms.  However, there may 
also be some wider benefits to New Zealand.  The skills developed in one firm can be transferred when staff 
share their knowledge with others or leave to work with other firms.  If New Zealand firms increase their presence 
in offshore markets due to improved market intelligence, there can be flow-on benefits to other domestic firms 
(e.g., increased recognition of New Zealand products or demonstration benefits where domestic firms see that it is 
possible to enter new markets profitably (Hausmann and Rodrik, 2005)). 



 

879027 10 

Management Services (CMS) within New Zealand, rather than the offshore networks also 

funded by the GSR budget. 

The intermediate outcomes comprise both direct and shorter-term effects of the 

programme, such as changes in attitudes, knowledge, skills, abilities and behaviours of 

programme participants.  The expected policy outcomes of improved management and 

business capability, increased innovation and adoption of new technologies/ideas, and 

increased capital for investment aim to increase firm productivity.  Firms with more of these 

things should become more productive.   

The ultimate outcomes are accelerated development of firms with high growth potential 

as measured by increased revenue (or sales), profits, and employment.  The private benefits 

to the firm of government assistance are the increases in profits or shareholder value.  The 

measure of importance to government is the benefits to New Zealand in terms of welfare.  

This is measured by an increase in value-added (defined as sales minus purchases).  Thus, 

we consider value-added to be a better measure than profit for two reasons.  First, it 

measures the impact on overall economic welfare.  The second reason is that profits are 

difficult to measure because there is an obvious incentive to report low taxable profits 

(Fabling, Grimes, Sanderson and Stevens 2007).   

Typically, indicators of ultimate outcomes are influenced by multiple factors beyond the 

programme, for example, general economic conditions and the state of a firm’s own market.  

Many of these things would be expected to influence the outcomes of similar firms similarly.   
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Figure 3: NZTE GROWTH SERVICES RANGE PROGRAMME LOGIC MODEL 
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2.2 Programme mechanisms 

The Client Management component of GSR evolved from what was originally a pilot called 

Fast Forward New Zealand to determine the benefits of transforming Industry New Zealand’s 

Business Growth Service (operating since October 2000) in order to take a more proactive 

and co-ordinated approach to identifying and selecting high growth businesses and providing 

more intensive case management for these businesses. 

In April 2003, Cabinet agreed to replace Industry New Zealand’s Business Growth 

Fund with a more flexible GSF, which offers support for high growth potential firms to 

purchase external advice and expertise and market intelligence and development services.  

The GSF was intended to be highly flexible in terms of the level of funding provided.  Funding 

is available for up to 50% of the costs of approved projects and is typically up to $100,000 

per company within any 3 year period (with potential to raise this limit for exceptional cases). 

2.2.1 Eligibility for Client Management Services  

There have been changes in the application process over time.  The following describes the 

processes up to 2005 (the selection time period of interest for this evaluation).   

NZTE developed a client engagement model whereby all potential participants should 

have received an initial appraisal via the Enterprise Hotline (later called Business Evaluation 

Team).  This is a high level assessment of a firm’s growth potential and stage of 

development, which allowed NZTE to categorise firms in terms of their growth potential.  If 

firms were considered to have potential for high growth they were eligible to receive Client 

Management Services and potentially a Growth Services Fund.  These firms were assigned 

an NZTE Sector or Client Manager to help firms identify the strategies and services to 

address their needs.   

 High growth potential is defined as the potential to grow at a rate of 20% and/or $ 

5million over the next 5 years.  There is no formal checklist for determining whether a firm is 

classified as high growth potential, however the following factors influence the assessment.  

Firms should be: 

• be high performing and have potential for significant growth; 

• have demonstrated commitment to substantial growth; 

• have a world-class product, service or intellectual property; 

• have determination to be a world class business, typically demonstrated by 
commitment to a culture of innovation and best practice. 

 



 

879027 13 

It is important to note that the 2005 GSR Evaluation found that most of the firms 

classified as high growth potential in 2005 had not come via the Enterprise Hotline.  Rather, 

they were legacy clients from predecessor organisations, Industry New Zealand and Trade 

New Zealand.  This has ramifications for how the impact of new or additional assistance is 

evaluated, particularly for these firms. 

2.2.2 Eligibility for Growth Services Fund9 

The GSF is only accessible to firms that are receiving Client Management Services.  The 

Sector/Client Managers play a critical role in the application process.  A firm’s access to a 

GSF is only by invitation from Sector Managers after a thorough screening process.  They 

assess whether a firm is eligible to receive a grant and assist the firm to compile a 

development plan.  The screening can include background checks, assessments of a firm’s 

capabilities and financials and potential of the proposal to achieve net economic benefit.  The 

NZTE Manager then reviews the firm‘s eligibility with a NZTE Director and if both agree they 

proceed with a GSF proposal.  The proposal is assessed by an independent external 

Assessment Panel, The rejection rate by the panel is low due to the prior screening process.  

In addition to the factors mentioned above as influencing selection for CMS, a firm receiving 

GSF should also: 

• demonstrate a commitment to retain the value of the GSF proposal in New 
Zealand; 

• have 100 or fewer full time equivalent employees and/or annual turnover of less 
than $NZ50 million. 

In summary, the processes for determining whether a firm receives Client Management 

Services and a Growth Services Fund grant involve a fair degree of subjectivity on the part of 

NZTE staff. This may be useful and appropriate from an operational perspective, but it is 

worth pointing out that it makes it very difficult to undertake a robust evaluation due to the 

difficulty in identifying the most appropriate control group. 

2.2.3 Eligibility for Market Development Services 

In contrast to the CMS and GSF components of GSR, any firm is able to access Market 

Development Services if they are prepared to pay for these services.  Firms that receive 

Client Management and/or GSF may receive these services at no or subsidised cost.   

                                                 
9
 This section also describes selection processes up to 2005. 
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2.3 Programme summary 

NZTE and other government agencies provided information to Statistics New Zealand on the 

number and type of assistance received by individual firms over the past decade.  These 

records were matched where possible to firm records in the prototype Longitudinal Business 

Database (see Section 4 for more detail).  Table 1 shows the number of firms receiving 

different types of assistance from the Growth Services Range10.   

 

Table 1 Number of firms receiving Growth Services Range assistance by year 

Year ending 
March 

Received 
GSF 

 

Received 
CMS only 
(and never 

GSF) 

Received CMS 
(and may have 

received a GSF) 

Received 
MkDS only 

2001 15 0 12 762 

2002 78 69 156 888 

2003 192 165 417 1,242 

2004 192 132 474 912 

2005 147 150 540 573 

2006 93 120 555 468 

 

The numbers of firms receiving GSF grants increased from 15 in 2001 to 192 in 2003 and 

200411.  The number of recipient firms declined after this period (with a corresponding 

increase in the size of grants approved).  Some firms received multiple grants over different 

years.  All GSF recipients also received CMS services.  A large number of firms received 

CMS (columns 2 and 3) but the majority of those firms had received a GSF grant at some 

point in time.  In 2006, there were 120 firms that were receiving CMS but had never had a 

GSF grant, out of a total of 555 firms receiving CMS.  The total number of firms that had ever 

received a GSF grant and/or CMS services was 618 by 2006 (not shown in the table).  The 

last column shows that many more firms had accessed MkDS services.  For example, in 

2003 there were 1242 firms accessing MkDS services, compared to 417 receiving CMS.   

Table 2 shows the grant amount paid to GSF recipients by year.  Note that this is the 

amount actually paid out on a reimbursement basis, not the approved dollar value.  The 

amount approved could be considerably higher because the grants are paid on completion of 

the approved project. 

 

                                                 
10

 These numbers are lower than the actual numbers because some firms could not be matched to the database.  
The matching rate is around 85%. 
11

 All firm count tables in this report have been randomly rounded to base 3 for confidentiality reasons 
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Table 2 Amount of grant paid 

Year 
Total GSF grant paid 

($million
12

) 

2001 1.04 
2002 5.75 
2003 8.90 
2004 7.29 
2005 8.89 
2006 9.05 
The grant payment distribution by year is shown Figure 4.  Most grant payments were under 

$125,000 per year with a reasonably even split between the four different size categories 

ranging from under $20,000 to $75,000 to $125,000 per year.   

 

Figure 4  Grant payment distribution by year ending March 
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The grant payment distribution by industry is shown in Figure 5.  The distribution of grant 

payments by size was similar between the three different industry groups. 

 

                                                 
12

 Nominal values are shown in this table 
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Figure 5 Grant payment distribution by industry  
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2.4 Characteristics of firms receiving GSR assistance 

Descriptive statistics of some of our variables are summarised in Table 4 (shown at the end 

of this section).  The data are described in more detail in Section 4.  Statistics are shown for 

two groups: those that received GSR assistance (‘Treated’) and those that did not 

(‘Untreated’).  The assistance in question is whether a firm received the combined GSF grant 

and CMS services.  The total number of treated observations over the full time period is 

about 1,130 compared to potentially over 2.9 million untreated observations.  Each 

observation corresponds to a firm in a particular year over this time period.  In any year, 

there are around 400,000-500,000 untreated firms.  The total number of observations 

depends on the variable, e.g. the number of firms with employment data drops to 2.1 million 

(mainly because there are a large number of zero employment firms (Fabling, Grimes, 

Sanderson and Stevens, 2007). 

2.4.1 Size and industry of GSR recipients 

The table provides some interesting insights into the characteristics of firms receiving 

GSR assistance.  The characteristics of the untreated group reflect the total New Zealand 

population.  It is well-known that most firms in New Zealand are small or medium-sized, e.g., 

in 2004 around 97% employed fewer than 10 people (SNZ, 2007).  Consequently, the 

average employment count for the untreated total population is much lower than the treated 

group, at around four people (RME=3.7), between 2000 and 200613.  In contrast, firms that 

                                                 
13

 The distribution is highly skewed so care must be taken interpreting the averages; the table displays statistics 
for the logged values and the non-logged values. 
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received assistance are significantly larger, employing about 32 people on average.  This is 

illustrated in Figure 6 which shows the distribution of GSF recipients and the total untreated 

population by RME categories. 

Figure 6 Share of firms by employment size 
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This difference in employment distribution between GSF recipients and the total 

population could partly reflect industry differences in average firm size.  We see from Table 4 

that about half of the recipient firms were in the manufacturing industry group and about 30% 

were in the services industry, compared with about 6.5% and 39% for the total New Zealand 

population.  It is likely that the higher average employment for GSF recipient firms is partly 

explained by the higher proportion of assisted firms in the manufacturing sector, which has 

relatively large firm sizes compared with other industries.  This is illustrated in Table 3, which 

shows a breakdown of GSF recipient firms by employment (RME) and industry category.  A 

great proportion of firms in the manufacturing sector (76%) have more than 10 employees 

compared to services firms (64%) and other industries (58%).   

Table 3 Number of GSF recipients by employment size and industry 

 Manufacturing Services Other industries Total 

RME <2 18 54 36 108 (17%) 

2 <=RME< 10 54 69 36 159 (26%) 

10 <=RME< 50 141 60 42 243 (39%) 

RME >50 90 9 9 108 (17%) 

Total 303 (49%) 192 (31%) 123 (20%) 618 (100%) 
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The higher firm size of the assisted group is also consistent with the difference in 

average age and levels of capital; GSF recipients tend on average to be four years older and 

have higher levels of capital than the average New Zealand firm.   

2.4.2 Other government assistance of GSR recipients 

Another interesting point relates to the high likelihood of GSF recipients receiving other 

types of assistance from NZTE and other agencies.  About 20% of firms that had received a 

GSF grant had also received another type of NZTE grant, although not necessarily in the 

same year (L_other_gsp=0.207).  Roughly, half of GSF recipients had also accessed MkDS 

prior to or at the same time as receiving GSF(L_inv_job=0.476).  This is not surprising as 

GSF recipients receive intensive Client Management Services from NZTE staff and are 

therefore also likely to get advice regarding other types of business assistance provided by 

NZTE.  More surprising perhaps is the fact that roughly half of the group (45%) had also 

received assistance from other government agencies, primarily FRST (L_non_nzte=0.446).  

There are several possible reasons for this: government agencies may be looking for firms to 

support from a small pool of firms; the schemes are well aligned; or some firms are serial 

consumers of government assistance. 

2.4.3 Exporting behaviour of GSR recipients 

Assisted firms are more likely to export, or be in a group that exports.  About 44% of 

GSF recipients had exported during or prior to their receiving a grant, compared with less 

than 3% in the total population (export_ind=0.379 and group_export_ind=0.059).  Clearly, 

there is a link between firms deemed to have the potential to grow their business and hence 

receive GSF assistance and exporting experience.  GSF firms are also slightly more likely 

than unassisted firms to be foreign owned (foreign owned=0.019). 

2.4.4 Outcomes  of GSR recipients 

Finally, we look at firm outcomes and see that these are all significantly higher than the 

unassisted firms.  The average sales for a GSF recipient was around $6.88 million between 

2000 and 2006; much higher than the average sales for an unassisted firm for the same time 

period ($783,606).  Similarly, the average value added and productivity of GSF recipients 

was about $2.6 million and $82,000 per employee, respectively, whilst the unassisted 

averages were about $298,000 and $62,000 per employee.  The group of firms receiving 

assistance are clearly higher performing than average.  The question remains: are they 

higher performing solely due to their size, higher levels of capital or other characteristics, or 

has GSR assistance contributed to improving their performance? The econometric 
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techniques used in this evaluation attempt to resolve whether these differences can be 

attributed to a firm receiving a GSF grant and NZTE advisory services. 
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Table 4 Descriptive statistics 2000 - 2006 

Variable Definition Group 
Number of 

Observations 
Mean Std.  Dev 

t 
statistic

14
 

T 1,130 $63,190 $46,866 n/a 
L_grant_gsf 

Cumulative $ from 
GSF grants  U 2,933,664 n/a n/a  

Log of sales T 1,130 14.578 1.862 59.1 ln_sales 

   U 2,933,664 11.305 1.892  

Sales T 1,130 $6,880,000 $14,400,000 14.2 sales 

   U 2,933,664 $783,606 $16,700,000  

Firm age T 1,130 13.988 12.38 13.2 age 

   U 2,933,664 9.141 8.567  

Log of employment T 1041 2.828 1.311 51.3 ln_rme 

   U 2,172,302 0.743 0.927  

Employment T 1,130 31.513 45.546 20.5 rme 

   U 2,172,302 3.729 48.894  

Log of depreciation T 666 10.793 1.768 34.8 ln_capital 

   U 2,158,152 8.409 1.511  

Depreciation T 666 $171,679 $343,797 10.8 capital 

   U 2,158,152 $28,075 $1,065,204  

Log of value added T 976 13.743 1.633 58.6 ln va 

   U 2,389,906 10.679 1.734  

Value added T 976 $2,628,830 $8,474,066 8.6 va 

   U 2,389,906 $298,008 $5,782,713  

T 918 10.926  0.86 29.2 ln_prod 

  

Log of labour 
productivity  U 1,832,595 10.097  1.296  

Labour productivity T 918 $82,178 $136,651 4.3 prod 

   U 1,832,595 $62,437 $1,271,325  

T 1,130 $36,624 $42,688 n/a L2_grantgsf 

  

Cumulative $ from 
GSF grants U 2,933,664 n/a n/a  

T 1,130 $5,825 $72,610 2.7 L_grant_other 

  

Cumulative $ from 
other NZTE grants  U 2,933,664 $31 $5,412  

T 1,130 $2,440 $14,068 5.8 L2_grant_other 

  

Cumulative $ from 
other NZTE grants  U 2,933,664 $17 $4,212  

T 1,130 $54,974 $151,099 12.2 L_grant_non 

  

Cumulative $ from non 
NZTE grants  U 2,933,664 $136 $7,580  

T 1,130 $43,483 $129,617 11.3 L2_grant_non 

  

Cumulative $ from non 
NZTE grants  U 2,933,664 $84 $5,014  

T 1,130 0.523 0.499 30.9 manufacturing 

  

Manufacturing sector 
dummy U 2,933,664 0.064 0.245  

T 1,130 0.302 0.459 -6.5 services 

  

Services industry 
dummy U 2,933,664 0.391 0.488  

T 1,130 0.019 0.138 3.2 foreign owned 

  

Foreign owned 
indicator U 2,933,664 0.006 0.078  

T 1130 0.379 0.486 25.0 export_ind 

  

Exporting dummy for 
firm U 2933664 0.018 0.136  

T 1123 0.059 0.236 7.2 group_export_ind 

  

Exporting dummy for 
other firms in the group  U 2932739 0.008 0.092  

                                                 
14

 t statistic for the difference in means between treated and untreated observations 



 

879027 21 

Variable Definition Group 
Number of 

Observations 
Mean Std.  Dev 

t 
statistic

14
 

T 1130 0.207 0.405 17.1 L.other_gsp 

  

Dummy for whether 
firm received other 
NZTE grants  

U 2933664 0.001 0.031  

T 1130 0.476 0.499 31.9 L.inv_job 

  

Dummy for whether 
firm accessed MKDS 
services  

U 2933664 0.003 0.054  

T 1130 0.446 0.497 30.0 L.non_nzte 

  

Dummy for whether 
firm received other 
non-NZTE grants 

U 2933664 0.003 0.054  

 
T = Treated, U = Untreated 
Variables prefixed with ‘L_” are lagged by one year; “L2_” are lagged by two year
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2.5 Previous evaluation findings 

2.5.1 Scope and methodology 

The 2005 evaluation examined the effectiveness of GSR in achieving the desired outcomes 

outlined in the logic model.  It focused on firms that had received GSR assistance between 

2000 and 2005.  The evaluation used a combination of quantitative and qualitative methods 

including: interviews with 35 firms and their NZTE Sector (Client) Managers; an online survey 

with responses from over 400 firms; analysis of data from NZTE’s database and interviews 

with other NZTE staff and a number of Economic Development Agencies and business 

associations.  This provided rich qualitative data on outcomes as well as the factors which 

affect the programme’s impact.  However, it was not possible at that stage to assess the 

performance of firms receiving GSR against a control group due to lack of suitable data. 

2.5.2 Achievement of Intermediate Outcomes 

The evaluation found that GSR appeared to be effective at improving firm capability in areas 

that are thought to be important for driving firm growth.  The methodology focused on asking 

firms to identify changes in firm performance following receipt of assistance.  Responses 

from GSR recipients showed the following benefits: 

• A majority of firms believed that their market knowledge had improved since 

receiving GSR and most felt that this was partly due to receiving the assistance.  In 

some cases, this resulted in cost savings as  firms found out about a lack of market 

opportunities; 

• Over half the firms also thought that they had improved connections and networking 

with international markets as a result of GSR assistance.   

• Over half the firms reported improvement in a range of strategic, management and 

business capabilities since receiving GSR support.  Improvement rates were 

highest for business knowledge and practices; strategic planning; sales and 

marketing practices and quality or process improvement practices.   

• Over 2/3 of firms had improved innovation performance, including an increase in 

R&D; development and/or implementation of new products and processes  and 

improved knowledge of new products, processes or technologies. 

Firms that received GSF grants were significantly more likely to experience improvements 

compared to firms that only received MKDS (data for firms that received no GSR assistance 

were unavailable).  Firms that received both GSF and MKDS had higher improvement rates 
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than those that only received GSF.  The impact of CMS advisory services was not able to be 

measured conclusively.  The evaluation noted potential selection bias issues affecting their 

results – firms with stronger capabilities in the intermediate outcome areas could have been 

more likely to receive GSF.  An attempt was made to mitigate this by phrasing questions to 

focus on improvements in performance after receipt of assistance. 

2.5.3 Achievement of Ultimate Outcomes 

The 2005 evaluation was unable to draw firm conclusions on the ultimate outcome of 

increasing firm growth.  The main issue encountered by the evaluators was the short time lag 

between the intervention and the measurement of impact and the lack of control group data.  

However, a small group of firms that received GSF grants (or predecessors) between 2000 

and 2001 were asked to estimate their growth rates since receiving the grant.  About 40% 

(25%) of these firms reported that they had experienced over 20% average annual growth in 

sales (profit) since receiving the grant funding.  We are now in a position to examine growth 

rates based on actual administrative data, instead of relying on survey responses. 

Table 5 shows the share of firms with greater than 20% annual growth in sales for 

different groups receiving different types of GSR assistance and those that did not receive 

assistance (non-GSR).  The first column shows shares calculated from all observations 

pooled over the time period 2000 to 2006.  The data show that a larger share of firms 

receiving GSF or CMS have high growth rates compared with those that accessed MKDS or 

those that had no GSR assistance.  This includes growth rates both before and after 

receiving assistance.  In the next two columns we break this down into years preceding 

assistance and year of receipt and afterwards (post-receipt).  The pre-receipt shares, at 40% 

and over, are higher than the pooled estimates and are much higher than the average for the 

rest of the population (30%).  This is consistent with NZTE selecting fast growing firms to 

receive their Client Management Services and GSF grants. 

 However, the share of firms reporting high growth drops markedly after receipt of GSR 

assistance.  Why is this? One simple interpretation is that assistance causes a decline in the 

growth rate of firms.  However, there are many factors that are not taken into account in 

these comparisons, such as macroeconomic changes between 2000 and 2006 resulting in 

population-wide declines in growth.  (Most of the post receipt observations occur after 2004, 

whereas pre receipt observations are more numerous in the first part of the time period).  

Moreover, one might expect it to be difficult to sustain such high levels of growth over several 

years (Hull and Arnold, 2008).  The methodology used in this report addresses these issues 

in order to provide more reliable estimates of impact of GSR.  We discuss this in the next 

section. 
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Table 5 Share of firms with more than 20% annual growth rates in sales 

Year ending 
March 

Pooled 
2000 to 2006 

Pre receipt Post receipt 

GSF  37% 44% 32% 
CMS only  40% 43% 36% 
MkDS only 32% 40% 29% 
non GSR 30% N/A N/A 
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3 Method 

This section presents a brief outline of the techniques used in this study.  The 

technical detail is discussed further in Appendix 1.  As we stated in the introduction, 

all econometric methods attempt to reduce selection bias in order to assess the 

treatment effect.  We focus on two sets of econometric techniques to estimate the 

direct benefits to firms of GSR. 

3.1 Panel models  

The first set of techniques takes advantage of the fact that we have several years of 

data to assess changes in firm performance after introduction of business assistance.  

We present results from a range of models that differ in terms of complexity but 

which all attempt to remove effects of factors which are common to all firms – 

whether assisted or not.   

The simplest estimator one could calculate (before-after) compares the 

outcomes of firms before and after they received help.  However, there are many 

reasons why a firm’s performance might improve or decline from one period to the 

next.  This calculation would attribute any change in performance wholly to the 

assistance (see Figure 7 and compare to Figure 2). 

 

Figure 7   Before-after comparison 

 
 

The difference-in-difference estimator looks at changes in time before and after 

assistance for two groups: the group of firms receiving assistance and a control 
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group.  The impact of the assistance equals the difference in the changes, or 

‘difference-in-differences’.  In comparing firms before and after treatment, it assumes 

that the treated and control groups would grow and perform in the same way in the 

absence of assistance.  Any remaining changes are attributed to the treatment (see 

Figure 8) 

 

Figure 8   Difference in difference 

 
 

The control group is chosen on the basis of similarity of firm characteristics such as 

size, industry, exporting activity and any other factors that enable us to assume 

similar performance to the treated group without assistance.  This method relies on 

having comprehensive and high quality firm data over time.   

This approach assumes that there are no differences in the way treated and 

untreated firms respond to external factors over time.  There are at least two reasons 

why this may not be valid:   

• First, treated and untreated firms may respond differently to changes in 

widespread influences, such as macroeconomic conditions.  If, for example, 

treated firms were in one region and the controls in another, it is entirely 

possible that the two could experience different economic cycles.   

• Second, the difference-in-differences estimator is sensitive to choices made 

by treated firms.  For example, firms may just be in a bad year, and bad 

years tend on average to be followed by a return to normal.  It may only be 

when cash or resources are short that firms look for government assistance.  
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If this is the case, we would expect treated firms to grow more than 

untreated ones merely because the only way is up15. 

We have used two ways of describing firms receiving support under the GSR 

programmes: a dummy variable model where a firm either receives assistance or not, 

and an intensity model where the treatment depends on the duration and amount of 

assistance received.   

In this report, we focus on the average treatment effect across a group of firms 

receiving GSR assistance.  This measures the additional impact on performance due 

to receiving assistance over and above what might be expected for a firm of similar 

size, exporting behaviour and other characteristics.   

The outcomes we consider are sales, value-added and labour productivity.  

The explanatory variables relate to sales, employment, capital, exporting behaviour, 

industry and previous government assistance from NZTE and other agencies.  We 

include only those we believe will have a significant effect on performance. 

A common cause of bias occurs when there is a two-way relationship between 

the outcome and a factor influencing the outcome, such as between sales and 

employment.  Not only do sales respond to changes in employment (as when a firm 

expands), but employment also responds to changes in sales (as in response to a 

demand shock).  In these cases, the employment variable is considered to be 

endogenous and the resulting estimate of the treatment effect may be biased.  One 

way of reducing this bias is to use lagged versions of the endogenous variable.  

These will be predetermined and therefore unable to be influenced by the current 

outcome.  We examine the sensitivity of our treatment effect estimates by using 

lagged versions of any potentially problematic variables, such as employment, 

exporting activity and capital.   

The most sophisticated models we have used are dynamic, allowing for the 

possibility that current outcomes are influenced by previous outcomes.  As we shall 

see in the results section, these models provide our best estimates of the treatment 

effect.  We note however that these techniques do not appear to be used widely in 

policy evaluation, perhaps due to data limitations16. 

                                                 
15

 This may be further affected by differences in drop out rates (i.e. firm failure) between the two groups, 
since we can only compare changes in firms that are in both years. 
16

 Although they are common in the analysis of firm behaviour.  For examples relating to labour demand, 
see Arellano and Bond (1991) and Stevens (2005). 
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3.2 Matching Models 

Another set of techniques matches firms in receipt of assistance with firms or groups 

of firms that do not receive it on the basis of a set of firm characteristics.   

The first step is to identify the characteristics that predict whether a firm 

receives assistance.  The propensity score is the conditional probability of receiving a 

treatment, in our case GSR assistance, given pre-treatment characteristics.  We 

need to make two assumptions: (a) that the exposure to treatment is random once 

we account for firm characteristics and (b) that potential outcomes are independent 

of treatment assignment once we account for the firm characteristics.  The balancing 

hypothesis means that firms with the same propensity score must look the same 

(have the same mean characteristics), regardless of whether or not they receive 

assistance.   

We estimate the propensity score with variables related to previous sales, 

previous sales growth, employment, capital, exporting behaviour, industry and 

previous government assistance from NZTE and other agencies.  Testing the 

balancing hypothesis plays an important part of model specification in estimating the 

propensity score.  Once we have groups of firms made up of treated and untreated 

firms with a similar likelihood of receiving assistance, we can test the balancing 

assumption.   

Once we have balanced the treated and control firms in each group, we move 

on to estimate the effect of receiving GSR assistance.  There is a range of possible 

matching techniques.  Essentially, there is a balancing act to be made between using 

too few matches and too many.  If we use too few matches, we (a) do not take 

account of the heterogeneity of outcome in our large population of firms and/or (b) 

potentially increase the 'cost' of using a 'bad' match.  If we use too many, we run the 

risk of matching the treated firms with firms that are unlike them and thus no use as 

comparators (Morris and Stevens, 2007).   
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4 Data  

4.1 The Longitudinal Business Database 

The firm data used in our analysis comes from the prototype Longitudinal Business 

Database (LBD), which contains data for financial years 2000 to 2006 from a number 

of sources.  The data are provided at the enterprise level, defined as a business or 

service entity operating in New Zealand.  The spine of the LBD consists of the 

Longitudinal Business Frame (LBF), to which are attached Goods and Services Tax 

(GST), financial returns (IR10) and aggregated Pay-As-You-Earn (PAYE) returns 

provided by the Inland Revenue Department (IRD).  All data are annualised to firms’ 

actual balance date, and then assigned to the closest year ending 31st March.  The 

data are described in more detail in Fabling, Grimes, Sanderson and Stevens (2007). 

The LBD records information about ownership, including the relationship of an 

enterprise to any parent or subsidiary enterprises.  Most enterprises operate 

independently.  However, a small proportion of the population are part of a group 

structure sharing a common group-top enterprise with other enterprises.  These 

groups, whilst few in number, account for a substantial proportion of total 

employment and value-added (Fabling, Grimes and Sanderson, 2008).  We include 

variables that take into account whether a firm is part of a group, such as when a firm 

belongs to a group that exports or one that receives government assistance. 

4.1.1 Government assistance data in LBD 

The database includes participation data for business assistance schemes 

administered by New Zealand Trade & Enterprise (NZT&E), Foundation for 

Research, Science and Technology (FRST) and Te Puni Kōkiri (TPK).  These 

agencies provided lists of firms that had received assistance with information on the 

duration and amount of assistance.  These details were probabilistically linked (on 

contact details) to the LBD.  This results in a matching rate of about 85% of the firms.  

All schemes that provide direct assistance to businesses are included.  Some of the 

government programmes matched to the LBD are current and others have been 

terminated or superseded by other programmes.  The matched scheme data extend 

back to the 1990s while our analysis is restricted to 2000-2006 because of the 

coverage of the LBD.   

Whilst, the information held in LBD regarding grant programmes is of good 

quality, we have less reliable data relating to the type and intensity of services 
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received by firms from NZTE staff.  NZTE have started to collect detailed information 

regarding services in the last couple of years so it is straightforward to identify current 

HGP firms.  However, historically these data were not collected so we have only 

sketchy information regarding past services received.  For the purposes of this 

evaluation, we used two snapshots of HGP clients and a best guess for their status  

preceding and between those two points in time to construct a time series.  One 

snapshot is the current list (as of July 2008).  The other is a list of HGP firms 

compiled for the 2005 evaluation.  If a firm was on both lists then it was assumed to 

be an HGP client for the intervening years.  If the firm was on the current list but not 

in 2005 then it was assumed to have started receiving CMS in the year ending March 

2008.  If it was not on the current list but appeared in 2005 then we assumed the 

services stopped in year ending March, 2005.  If a firm was an HGP client in 2005, 

then we assumed that the start date occurred on the first recorded date of 

engagement with NZTE.   

It is important to realise that there could be significant correlations between 

different types of assistance.  Many firms access more than one type of government 

assistance.  We include variables relating to other NZTE programmes and assistance 

from other agencies as explanatory variables. 

4.1.2 Business population 

We restrict our population to include “private for profit” firms and exclude households, 

ANZSIC division M (Government Administration and Defence) and firms located 

offshore.  We only include firms that are considered to be economically active17 and 

have at one time been included in Statistics New Zealand’s Business Frame and 

have therefore been assigned an ANZSIC industry classification.  The number of 

distinct firms in our population is around 700,000 (about 440 to 500 thousand firms in 

any one year between 2000 and 2005); a large number of these had zero 

employment over the entire period they were active (SNZ, 2007). 

4.1.3 Model variables 

The outcome variables and explanatory variables are described in Appendix 2.  The 

Growth Services Range aims to accelerate the development of firms with high growth 

potential and stimulate their economic growth.  We test the scheme impact on the 

                                                 
17

 Defined by a number of criteria, including non-zero GST sales/purchases; RME and selected IR10 
variables  
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following growth outcomes: sales18, value-added (defined as sales – purchases)19 

and labour productivity (value-added per employment).  The last variable could be 

considered to be an ultimate outcome for any business assistance programme 

regardless of its intermediate objective, whether that be increased growth in sales, 

exports or R&D activity.  Consequently, it is likely to be the most difficult to observe 

on the relatively short time scales associated with the study. 

Although, the LBD contains a wide array of financial and other information we 

focus only on a subset of firm characteristics –those thought to be most important in 

order to approximate random selection into treatment. 

  

                                                 
18

 The sales and purchases derive from GST returns. GST returns have the advantage of much higher 
coverage rates across the population compared to IR10 or Annual Enterprise Survey data. However, 
there is one issue that affect our study: the sales and purchases variables should include government 
grants and subsidies from the Crown (with some exceptions). The inclusion of GSF grant amounts will 
cloud interpretation of the treatment effect on sales. For example, if the grant is recorded in the same 
year as it was approved then we may underestimate the impact on sales in the following year. Similarly, 
if the grant is recorded in the year following approval, then the treatment effect on sales may be 
overestimated. Unfortunately, we do not have payment date information in LBD so it cannot be e 
removed from the data – although it will be included in future. We do know from external data that 
roughly half the GSF recipients receive payment in the same year as approval and the other half receive 
payment one year following approval (although a small number receive payment at longer lags). The 
amounts dispersed between the two groups are roughly equal. Therefore, it is likely that the two different 
biases in our treatment effect may be cancelled out. This problem also appears to affect other sources 
of sales such as those from IR10 and Annual Enterprise Survey. 
19

 More correctly we would also include changes in stocks as a consumption variable.  However, Fabling 
et al., 2007 have shown that the relative contribution of stock adjustment to value-added is small, so we 
exclude it from our analysis in order to retain a higher number of observations.   



 

879027 32 

 

5 Results  

In this section we outline our results.  We consider four methods: two panel models 

and two propensity score matching models.  These take different approaches to the 

evaluation problem – in particular how they consider selection bias.  The two panel 

models consider the impact of business assistance in two ways.  The first measures 

the average impact of GSR assistance on firms (what we call the ‘dummy variable’ 

model), the second considers how the impact of treatment depends upon the 

intensity of treatment, measured by the dollar value of assistance (what we call the 

‘intensity model’).  The two matching methods consider the impact of GSR 

assistance on the level of outcomes and on the change (or ‘first difference’) in 

outcomes. 

One of our most effective tools for removing selection bias is to use panel 

methods to remove factors that we cannot observe but are fixed in time.  For 

example, consider a firm that has excellent management practices, a culture of 

innovation and an above average skilled workforce.  Say, this firm receives a GSF 

grant and is included in the treated group.  One might argue that it is these less 

tangible characteristics of the firm that have driven higher sales growth, which has 

been falsely attributed to the grant.  However, because our panel methods remove 

any constant unmeasured factors, they are only a concern if they have also changed 

over the differencing period.  We think the panel model results that remove the fixed 

effects are closer to the true treatment impact than those that do not20.   

In summary, although there is some variation in the estimates from the different 

techniques, as one would expect, the estimates from two quite different techniques 

are broadly similar.  This gives us some confidence in our results.  Because no 

method can completely purge the results of all sample selection bias, we therefore 

believe that the estimates represent an upper bound.  That is, they are likely to 

represent a best possible scenario for treatment impact.  We present a number of 

impact estimates to illustrate the range of estimates.   

A summary of our results is presented in Table 6. The summary table shows 

the range of estimated impacts due to GSR assistance (excluding MkDS) on sales, 

value-added and productivity for our preferred model specifications.  The average 

                                                 
20

 The methods that remove fixed effects include all panel models and the propensity score matching 
with first differencing.   
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impact of GSR assistance is measured by the Average Treatment Effect on the 

Treated (ATT) (defined in Appendix 1). The full set of results tables is included in 

Appendix 3.  A comprehensive technical discussion of these results can be found 

Appendix 4.   

 

Table 6 Summary Results for Firms receiving GSR assistance 

Method Outcome 
variable 

Average ATT 
estimate

1 
 

Additional outcome 
per firm per year

2
 

Panel : dummy variable 9%  $215,000 

Panel:  intensity model 4%
3   

 $102,000 

Matching: levels
4
 17%   $410,500 

Matching: differences  

Sales 

14%   $370,000 

Panel : dummy variable (4%)
5  

 $36,800 

Panel:  intensity model   4%
3 
 $34,100 

Matching: levels 18%
6
 $147,000 

Matching: differences  

Value added 

11% 
6 
 $86,000 

Panel : dummy variable   9%
3 
 $4,900 per worker 

Panel:  intensity model 6%  $3,400 per worker 

Matching: levels insignificant N/A 

Matching: differences  

Productivity 

insignificant N/A 

Notes: 

1) For the panel models, the average ATT estimate is 100*(exp(α0 -1) where α0 is the coefficient for 
the treatment variable.  For the intensity model, the treatment coefficient is also multiplied by 1000 
times the average grant size.  See the appendix for discussion. 

2) The additional outcome per firm per year is calculated by multiplying the ATT by the mean value of 
the outcome for unassisted firms.  Mean values are taken from Table 7. 

3) However, ATT is not statistically significant for all of the preferred model specifications  

4) We present average estimates for manufacturing and services industries for all matching results 
unless stated (levels and differences).  We exclude ‘other’ industry estimates from these averages 
because we have reservations about their validity because the numbers of observations are smaller 
and paired firms could be from quite different industries. 

5) However, ATT is not statistically significant for any of the preferred model specifications 

6) However, ATT only significant for manufacturing industry, not services. 

 

5.1 Impact on Sales 

The results show that the combined impact of receiving a GSF grant and associated 

Client Management Services had, on average, a positive impact on firm sales.  The 

size of the average impact depends on the method employed and is estimated to be 
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between 4-17%21.  The additional sales due to assistance are over and above the 

levels of sales that would have been achieved due to other factors, such as, firm 

size, levels of capital, industry type, and levels of sales prior to receiving GSR 

assistance.  They are also over and above the impact of receiving other types of 

grants and services from NZTE and other government agencies because we 

controlled for those separately.   

We found that the impact due to GSR assistance was best modelled as a mean 

effect (the levels of sales increase after receiving assistance and remain high but 

further growth (or decline) cannot be attributed to assistance).  Interestingly, the 

impact was strongly dependent on the year of treatment and was significantly more 

positive for firms receiving assistance in earlier years (2002 and 2003).  The impact 

was insignificant and possibly negative for firms receiving treatment in 200522.  This 

may be linked to changes in selection processes over time.  Recall that firms are 

selected to receive assistance if they are assessed by NZTE staff as having potential 

for high growth.  One of the ways in which earlier treated firms were different from 

those receiving assistance in later years is that many of them had established 

histories with NZTE or its predecessor organisation.  It is possible that those that 

NZTE thought would benefit the most were the firms first selected for assistance.  

Hence, the more positive treatment impacts for the earlier years. 

How does the treatment effect of 4-9% translate into dollar values of additional 

sales? The additional sales are calculated by multiplying the treatment effect by the 

mean sales of firms that are similar to those that received GSR in every way except 

that they did not receive any assistance.  We can use the output of the matching 

techniques to identify these ‘like’ firms and their mean outcome levels. We use these 

values to calculate additional outcomes due to treatment that are shown in the last 

column of Table 6.  Using the weighted overall average sales for untreated firms 

values and a treatment effect of 4-9% gives additional sales of $102,000 -$215,000 

per firm one year following assistance. 

5.2 Impact on Value-added 

The value for money received from GSR assistance is calculated from the additional 

value-added generated compared to the cost of delivering the programme.  Our 

econometric results for value-added were less conclusive than for sales.  Impact 

estimates ranged from 4-18% depending on technique; however, many estimates 

                                                 
21

 We think the true estimate is closer to the lower end of this range, as we discuss in the text below. 
22

 Recall, Lgsf2006 refers to firms receiving assistance prior to 2006, i.e., in 2005. 
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were not statistically significant.  Similar to the sales estimates, we believe that the 

higher end of the range is upwards biased due to selection bias.  Even the lower 

values of 4% impact may overestimate the true impact.   

An impact of 4% corresponds to additional value-added of around $34,100 to 

per firm per year following assistance.  This is a one off impact and does not appear 

to change over time.  (We did not measure any additional impact in value-added in 

subsequent years although we allowed for this possibility with our model.) 

The total impact of GSF on firms receiving assistance between 2001 and 2005 

can be estimated by summing the value-added contributions from each firm for all the 

years over which they experienced heightened levels of value-added post GSF 

funding (see equation 2).  We need to specify a realistic duration of the impact, i.e. 

the average number of years that a firm might experience higher value-added.  To 

illustrate, we assume that the average impact persists for 3 years.  Without 

discounting, this translates to an additional $57million or 149% of the cost associated 

with the grant between 2001 and 200523.  (We do not have outcome data to assess 

the impact of firms receiving assistance in 2006).  Choosing a discount rate of 10.5%, 

this drops to 134% of the grant paid.   

Of course, the choice of 3 years for the duration of the impact is arbitrary.  We 

estimated the sensitivity of our results to differing durations of impact and differing 

discount rates.  Results are shown in Table 7 where we display the total impact in 

dollars divided by the total cost (grant paid to firms plus overhead) for our low and 

high impact estimates.  As can be seen from that table, the results are sensitive to 

both assumed discount rate and duration of impact. 

   

Table 7 Projected Total Impact versus Costs 

Nominal 
Discount rate

24
 1 Year 3 Years 5 Years 

0% 50% 149% 249% 

6.50% 49% 139% 219% 

10.50% 49% 134% 203% 

12.50% 49% 132% 197% 

 

                                                 
23

 Without  discounting, the total grant paid between 2001 and 2005 is $31.9million.  The 2005 
evaluation estimated the cost of delivering the programme to be around 20% of the grant value.  Thus 
the total cost of delivering the grant  between 2001 and 2005 is $38.2million.   
24

 We are making a rough adjustment for inflation of 2.5% and examining the sensitivity to real discount 
rates of 4,8 and 10%.  The 10% figure is that recommended by the NZ Treasury until July 2008, when it 
lowered this to 8% (http://www.treasury.govt.nz/publications/guidance/costbenefitanalysis). The 4% 
figure is closer to that used in other jurisdictions, e.g. HM Treasury in the UK (http://www.hm-
treasury.gov.uk/data_greenbook_index.htm). 
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Assuming reasonable values for the duration of impact (3 - 5 years) and 

discount rates (10.5%) gives value for money estimate of 134 -203%.  This is an 

encouraging result because the benefits of the programme exceed the costs.  Of 

course, the value for money calculation is approximate and does not take into 

account other effects which might decrease the net economic benefit, such as 

displacement effects.  However, it is difficult to believe that inclusion of displacement 

effects would significantly reduce the net benefit.  However, it is likely that despite our 

best attempts the treatment effect still includes selection bias resulting in impact 

estimates that are too high.   

5.3 Impact on Productivity 

Our results for productivity are less conclusive.  There is evidence for significant 

impact on productivity of firms from the panel models.  The size of the impact is 

between 6% and 9% which translates to an additional $3,400 to $4,900 per worker 

per year.  However, matching methods show no significant impact associated with 

GSR assistance.   

5.4 Comparison with previous evaluation evidence 

How does this compare to previous evaluation evidence? In 2005, firms reported 

improvements in a number of areas important to firm growth as a result of receiving 

GSR assistance.  These ranged from improvements in market knowledge, 

international connectedness to management and other business capabilities.  These 

improvements should be reflected in improvements to firm’s sales, value-added and 

productivity.  Our results show significant positive impacts on these outcomes due to 

GSR, which corroborates the firms’ perceptions of improvements in their business 

activities and capabilities.   

The previous evaluation was unable to provide conclusive evidence of the 

programme’s impact on firm growth due to a lack of a control group.  Therefore, we 

have no direct measures of impact to compare with our econometric results.  

However, surveyed firms were asked to provide estimates of growth between 2000 

and 2001.  Results from early recipients of GSF grants were analysed separately to 

provide an estimate of post intervention growth.  About 40% (25%) of those firms 

reported strong growth in sales (profit) since receiving GSR assistance.  Most 

attributed their profit growth at least partly to GSR assistance.  Our preliminary 

analysis of growth rates of all firms in the 2000 to 2006 time period (see Table 5) 

showed that roughly a third of all firms that had received a GSF had annual growth 
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over 20% in sales in the years following assistance.  This is consistent with the 

survey findings.  However, our analysis also showed that the growth preceding the 

GSR assistance was significantly higher than the period following assistance.  This 

highlights the issues with interpreting trend information on firms without good data 

before and after intervention and without information on other factors that could 

influence growth.   

The econometric techniques provide the most accurate estimate of impact by 

teasing out the component of firm growth that is directly attributable to the 

assistance.  While a crude comparison of growth data pre and post GSR assistance 

could be interpreted as GSR assistance having a negative impact on firm growth, our 

econometric techniques show that there is in fact a significant positive impact.  This 

is consistent with the surveyed firms reporting that at least part of their growth in 

profits was attributable to GSR assistance.  Thus while the growth rate of GSR firms 

declined following receipt of assistance (possibly due to macroeconomic changes), 

our results show that the decline in growth was reduced due to the fact they received 

GSR. 

5.5 Comparison of different components of GSR 

The focus in this evaluation has been on the GSF and Client Management Services.  

The initial comparison of sales growth rates (see Table 5) suggested that  firms 

receiving CMS alone performed better  (i.e. had a higher share of firms  with strong 

growth) than firms receiving a combination of  GSF grants and services.  However, 

we were unable to differentiate between the impact due to GSF grant and the impact 

due to the associated services using econometric techniques.  We attempted to do 

so by assessing the impact of the services for those firms that did not receive GSF 

grants, but did receive services.  Unfortunately the impact estimates were variable 

and  the uncertainties were higher.  This may reflect in part the poorer quality data 

relating to services received compared to grant information.  Similar, to the previous 

evaluation, we can draw no conclusions about the relative impact of the GSF and 

CMS components of GSR.   

Our results do show evidence that accessing MkDS services results in an 

additional impact on firms, over and above that due to receiving the other 

components of GSR assistance.  The additional impact for firms accessing MkDS is 

about 6% compared to those that don’t use these services and this impact appears in 

turnover, value-added and productivity.  This is consistent with previous evaluation 

evidence which found that firms that received all components of GSR performed 
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better on average (had larger shares of firms reporting strong growth) than those that 

received GSF and CMS alone.  Interestingly, the impact of government assistance 

received from other agencies (primarily FRST) is also positive and significant (2-

10%).  This assistance is mainly related to technology development and might be 

expected to have longer lags than the GSR assistance.  We detect a short-term 

impact although we are not using the best model to measure longer term impact. 

5.6 Comparison with international evidence 

Our results are comparable to other international studies aimed at evaluating the 

impact of business assistance on small to medium enterprises (e.g.,OECD 2007 and 

World Bank 2007).  As those reviews show, the more sophisticated impact 

assessments that use econometric techniques to isolate selection bias  (i.e., 

approaches that could be classified as Step V1 within Storey’s ‘Six Steps to Heaven’ 

framework25) are still the exception rather than the rule.  It is typical to find little or no 

significant impact on the ultimate outcomes of value-added or productivity using more 

sophisticated approaches, although some studies have detected impact at the 

intermediate outcome level.   

For example, a review of support for small businesses in Northern Ireland and 

the Republic of Ireland (Roper and Hewitt-Dundas, 2001) used selection models to 

determine the impact of firm performance.  The study found that grant support had no 

impact on turnover growth or profitability of firms although they did detect a positive 

impact on employment growth.  Another study (World Bank 2007) presented results 

from a range of techniques, including propensity score matching and first differences, 

to assess the impact of SME business support in Mexico.  They found evidence to 

suggest that assistance improved intermediate outcomes, such as training and 

adoption of technology, but none to suggest any improvement in productivity or other 

final outcomes for firms.  Similar to our study, the results were sensitive to the 

methodology adopted to determine impact.   

We have primarily focused on the average impact across all firms, i.e., the 

impact averaged across all GSR recipients.  However, international evidence 

suggests that the impact can vary significantly between different types of firms.  For 

example, Wren and Story (2004) used selection models to gauge the impact of 

advisory services and found that the impact was most effective for firms with 10-80 

                                                 
25

 Storey (2000) presents a framework for classifying impact assessments as a gradation from 
monitoring activities to evaluation.  Step I is the least sophisticated procedure (e.g. monitoring the take-
up of a programme) and Step 6 the most sophisticated (comparison of treated firms with a control group, 
taking into account the selection bias). 
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employees and insignificant for smaller firms.  This sort of information is particularly 

useful for policy makers who are interested in refining the objectives or 

implementation of a particular scheme.  We have examined some aspects, e.g. 

differences between different sectors using matching techniques.  When considering 

how these policies and their delivery might be improved it will be useful to explore 

these further. A useful starting point will be to investigate whether the GSR impact is 

more effective for different firm sizes.   
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6 Conclusions 

The aim of this report was to provide quantitative estimates of the direct benefits to 

firms receiving GSR assistance in comparison to similar firms that did not receive 

assistance.  Our main conclusions are: 

• GSR recipients differ from the average New Zealand firm.  Compared to the 

average: they have higher levels of employment, sales, value added and 

productivity; are more likely to export and be in the manufacturing sector; and 

are more likely to receive other types of government funded business 

assistance. 

•  GSR assistance has a significant positive impact on the sales of firms 

receiving the assistance26.  The impact on value-added and productivity  due 

to GSR assistance is less conclusive.  We have measured this additionality in 

firm performance due to GSR using econometric techniques.  These new 

results are consistent with the 2005 evaluation findings based on self-reports 

of assisted firms27.   

• We found that the impact was best modelled as a mean effect - the levels of 

sales increase after receiving assistance and remain high but neither continue 

to grow further nor decline.  We found no significant additional impact at 

longer lags, although we allowed for this in our models. 

• When presenting econometric results, it is important to present ranges of 

estimates due to the sensitivity of results to methodology.  Although, the broad 

similarity of impact estimates using two different techniques gives us some 

confidence in our results, we have found it very difficult to remove selection 

bias from our estimates.  While we are fortunate to have a rich dataset in 

order to exploit these techniques to their full potential, we are hampered by 

the fact that the GSR programme is targeted at firms that are likely to do well, 

regardless of whether they receive any help from government. 

• We believe that the lower end of the ranges presented are the closest to the 

true impact, and that even those estimates should be considered an upper 

                                                 
26

 See footnote 18 for a discussion of potential bias in our treatment effect from the use of GST data. 
The direction of the bias is unknown and there is nothing we can do to mitigate it until we have linked 
improved grant payment information into the LBD. This linking is planned for 2009. 
27

 The previous evaluation was unable to provide conclusive evidence of the programme’s impact on 
firm growth due to a lack of a control group.  However, firms reported improvements in a number of 
areas important for firm growth which they attributed to GSR assistance. 
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bound.  This corresponds to a treatment effect of 4% for sales and value-

added and 6% on productivity.  (These estimates are accurate provided that 

the main unobserved differences between GSR firms and the control group 

influencing outcomes are fixed in time) 

• The treatment effects translate to $102,000 higher sales, $34,1000 higher 

value-added and $3,400 per worker higher productivity for GSR recipients 

compared to similar firms that did not receive assistance.  This result applies 

to the average impact for firms that received GSR between 2001 and 2005.  

The impact was strongest for firms receiving assistance prior to 2004.  It was 

insignificant and possibly negative for firms receiving assistance in 2005.  This 

may be due to changes in selection processes over time.  It will be interesting 

to see whether this trend in reduced impact persists. 

• We have estimated the value for money of GSR assistance over this period.  

This takes into account the total impact of firm performance compared to the 

costs of the programme.  With reasonable choices of parameters, we find that 

total additional value-added compared to the costs is about 134 -203%.  For 

government interventions to offer value for money, we would expect that the 

total additional benefits should exceed the total costs.  This is, therefore, an 

encouraging result however we believe it represents an upper bound. 

• Our analysis is based on surviving firms for the period of analysis from 2001 to 

2006. There may be systematic differences in the probability of firm survival 

between assisted and unassisted firms.  For example, part of the benefit of 

business assistance could be a reduction in the probability of firm failure.  

Alternatively, firms that receive assistance may be more likely to survive than 

those that do not.  This is another type of selection bias.  Our methods 

compare the sales, value-added and productivity outcomes for treated and 

untreated firms only where information on these are available, i.e. only for 

firms that survive.  Excluding failed firms from our analysis may bias the 

results.  However, as the two examples above show, the direction of such a 

bias is uncertain.   

• This report focuses on the impact of the policy averaged across all assisted 

firms.  While beyond the scope of this study, it would be useful to ascertain 

which factors in combination with GSR assistance provide the largest 

improvements in firm performance.  For example.  GSR assistance may be 
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more effective if targeted at particular firm sizes.  This can be accommodated 

within an econometric methodology but is beyond the scope of this study. 
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Appendix 1: Detailed Method 

This section presents a brief outline of the techniques used in this study.  We focus 

on two sets of econometric techniques to estimate the direct benefits to firms of GSR.  

One set takes advantage of the panel nature of the data to remove factors that are 

fixed in time.  This can sometimes eliminate or reduce sources of estimation error, 

such as omitted variables or relationships between the treatment variable and other 

independent regressors.  The other method uses firm characteristics to match firms 

that receive assistance with those that do not.  Note that the focus of these 

techniques is the direct benefits of business assistance for the firms in receipt of 

assistance.  Indirect benefits of GSR, such as knowledge spillovers to other firms, 

are not estimated using these techniques. 

A1.1 General model  

We start with a general model linking a firm’s outcome (such as sales of productivity) 

to a number of firm characteristics (such as the firm size or industry grouping), and to 

whether or not the firm received GSR assistance: 

(3) itittitit DY εα ++= βX  

where 

(4) itiit vu +=ε  

(5) 0)( =jtivuE , 0)( =itvE  

Xit is a vector of terms representing the firm characteristics or confounding variables  

for firm i at time t.   Dit is a treatment variable indicating whether a firm received GSR 

assistance prior to that time period.  The residual εit is split into a time invariant 

component iu  (the fixed effect) and an idiosyncratic term νit.  The simplest model 

assumes the impact of the treatment occurs at one time period (i.e., one year) after 

receiving GSR assistance.  We will also include time dependent treatment effects to 

test whether longer term impacts are significant.   

The tα coefficient is the average value of the treatment effect across a group of 

firms receiving GSR assistance.  This is known as the average treatment effect of the 

treated, ATT.  It is the expected value of the difference between the assisted and 
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unassisted outcomes for firms that have been selected into the scheme conditional 

on the characteristics X of the firms.   

We consider two conceptual models for the treatment variable Dit .   

Model i) Dummy treatment variable:  

Let 1=ikd  once a firm has received their first assistance, then 

(6)   


 ≥=

=
otherwise,0

,1if,1 0ttd
D it

it  

Model ii) Intensity model:  

Let ikInvestment  represent the actual dollar value received from a grant28, 

then the treatment variable is the cumulative dollars received prior to that 

time: 

(7) ∑
−

=

=
1

1

t

k

ikit InvestmentD  

The first model uses a dummy variable for treatment.  We assume that that the effect 

of receiving a grant has two components: a one-off permanent effect on outcomes 

and a term that depends linearly on time, i.e., )( 010 ttt −+= ααα .  Thus, we interact 

Dit  with a time dummy variable (years since treatment) to estimate the latter term.  

We also allow the one-off component 0α to depend on time. 

The second model assumes a grant’s impact depends on the amount of grant 

assistance over time.  We examined  the time varying component of impact in two 

different ways: by including a linear term )( 01 tt −α  and by including additional terms 

corresponding to different lags since treatment. 

Unfortunately, we are unable to provide an intensity measurement associated 

with CMS advisory services because this type of data has not been recorded.  We 

only know whether the services were received or not so we use a dummy variable to 

indicate whether a firm received CMS services. 

                                                 
28

 We use nominal dollar values as we will be transforming the above equation by first differencing. 
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A1.2 Panel Methods 

First difference and Fixed Effects 

The standard panel data approach is to transform the data to remove the fixed 

effects ui.  This removes any differences between the treated and control firms that 

are fixed in time.  Two common methods are difference-in-difference estimation and 

fixed effects (or within) estimation; one transforms the data by first-differencing; the 

other by de-meaning.  If there are endogenous regressors or omitted variables that 

are fixed in time, then these transformations remove any associated bias.   

Mathematically, the first difference estimator (FD) is obtained by first 

differencing the outcome equation (3) to give: 

(8) 
ititit

tiitit

vD

YYY

∆+∆+∆=

−=∆ −

αXβ

1,
 

where ∆ is the lag operator, e.g., 1−−=∆ ttt XXX  and we assume α  is constant for 

clarity. 

The fixed effect transformation (FE) takes deviations from the firm means: 

(9) ( ) )()( iitiitiitiit vvDDYY −+−+−=− αXXβ  

where firm means are denoted by single subscript i.  Constant regressors, such as, 

e.g. industry dummies, are removed by both transformations.   

The first difference-in-difference and fixed effect methods are identical if there 

are only two time periods.  Both methods assume that the error term itv  is 

uncorrelated with the regressors X and selection into treatment D, and also that itv  is 

serially uncorrelated.  If these assumptions hold then both estimates are consistent 

but the FE estimator is more efficient.  (e.g. Wooldridge 2006).  The requirement that 

treatment selection is uncorrelated with the idiosyncratic error means that there can 

be no pre-treatment dips in performance29.  The fixed effects are removed by 

differencing and so we need not be concerned about any correlation between the 

fixed effect and treatment selection or other control variables.   

                                                 
29

 For more, see the example given in section 3.1 of the main text. 
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Dynamic Model extensions and Instrumental Variables 

We next consider a dynamic model extension of the general model, where current 

outcomes are also influenced by past outcomes, i.e. 

(10) itittititit DYY εαγ +++= − βX1  

The standard first-difference or fixed effects approach has problems because the 

transformed lagged dependent variable is correlated with the transformed error term 

which violates our assumptions for unbiased estimates.  To illustrate using the first-

difference approach:  211 −−− −=∆ ititit YYY  will be correlated with the transformed error 

1−−=∆ ititit vvv  through the 1−itv  term.   

 One way of overcoming this issue is to use instruments for troublesome 

variables and apply the Two-Stage Least Squares (2SLS) approach.  This requires 

the presence of an instrument which is related to the endogenous variable of interest, 

in this case 1−∆ itY , but is itself uncorrelated with the error term.  Lagged versions of 

the endogenous variables are potential candidates for instruments because these 

variables are predetermined and cannot be influenced by current outcomes.  

Potential instruments for 1−∆ itY are 2−∆ itY  or 2−itY because both those variables are 

correlated to 1−∆ itY  but they are not mathematically related to the differenced error 

itv∆ .  (However they may be still be correlated with itv∆ if the idiosyncratic errors are 

serially correlated).  Note 1−∆ itY cannot be instrumented away with a double lag 2−itY  

in the case of the fixed effects transform, because the transformed error term 

contains all error terms from all time periods.   

One of the problems with using lagged variables as instruments is the loss of 

observations in a short time series – in the case above, we need to start our 

estimation at t=3 because we need a lagged instrument at t=2.  Panel methods such 

as difference and system General Methods of Moments (GMM) (Arellano-Bond 1991, 

Arellano-Bover(1995), Blundell-Bond (1998)) are newer, more general techniques 

that use a similar rationale to cope with endogenous regressors whilst minimising 

data loss.  The techniques take full advantage of the availability of panel data and 

make fewer assumptions about the underlying data generating process.  They are 

designed for panels with many observations (large N) and few points in time (small 

T).  There is a question around suitability of these types of techniques when T is too 

small, however, as may be the case with our dataset.  A good review paper on 
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dynamic panel estimators with practical guidance for implementation is given by 

Roodman (2006).  We present difference GMM results in this report.  We note 

however that the GMM techniques do not appear to be used widely in policy 

evaluation, perhaps due to data limitations.   

Summary of approach for panel models 

All our results are based on a first-order dynamic model (see Equation 10) and use a 

first difference transform to remove the fixed effects.  We examined the sensitivity of 

our results to different instrument sets for the lagged dependent variable.  We also 

suspected that some of our control variables could be endogenous, particularly those 

related to RME, capital and exporting.  For example, there could be a two way 

relationship between sales and RME where higher employment might lead to higher 

sales, which in turn might lead to more employment.  Therefore, we also 

instrumented some of our control variables.  Unfortunately, we were unable to find 

any suitable instruments for the treatment variables, although we tried various 

combinations of the dependent and control variables. 

The specifications are summarised in the following table: 

Table 8 Panel Model Descriptions 

Model Stata Code Description 
1 Ivreg2 

 
Instrumented: 1−∆ itY  

Instruments: 2−itY  

2 Ivreg2 Instrumented: 1−∆ itY  

Instruments: 2−itY , 21 , −− itit XX   

3 Ivreg2 

 
Instrumented: 1−∆ itY , 2−∆ itY  

Instruments: 3−itY , 321 ,, −−− ititit XXX   

4 Ivreg2 

 
Instrumented: 1−∆ itY , itX∆  

Instruments: 2−itY , 21 , −− itit XX   

5 Ivreg2 

 
Instrumented: 1−∆ itY , 2−∆ itY , itX∆  

Instruments: 3−itY , 321 ,, −−− ititit XXX   

6 Xtabond2 

 
Instrumented: 1−∆ itY , itX∆  

GMM style instruments: 4−itY , 43 , −− itit XX   

7 Xtabond2 Instrumented: 1−∆ itY , 2−∆ itY , itX∆  

Instruments: 4−itY , 5−itY 431 ,, −−− ititit XXX   

Y refers to the outcome variable; 
X  refers to the control variables ln_rme, ln_rme2, ln_capital,ln_capital2 and export_ind 

All our estimates produce standard errors that are robust to heteroskedasticity and 

arbitrary patterns of autocorrelation within individuals.  We used ivreg2 for Models 1-
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5 (Baum et al, 2003).  Models 6 and 7 aim to improve the efficiency of the previous 

estimates by using GMM style instruments which incorporate deeper lags and 

replace missing values in the instrument set with zeros so the sample size is not 

reduced.  The Stata code is xtabond2 and we chose options ‘noleveleq’ and ‘robust’ 

(Roodman, 2006).   
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A1.3 Matching Models 

Another set of techniques takes a ‘structuralist’ approach and models all the 

determinants of the outcome.  Matching estimators work by matching firms in receipt 

of assistance with firms or groups of firms that do not receive it.  This match  is made 

on the basis of a set of firm characteristics.  Conditioning on all relevant 

characteristics is problematic when there are many of them.  This leads us to 

matching via an index, e.g. propensity score matching (see below).  The pros of 

matching are that it overcomes many of the problems with regression.  It is less 

restrictive than regression because it doesn’t specify a linear or log-linear functional 

relationship between the outcome and factors that influence it.  It does not difference 

away factors that are fixed in time that may be important for influencing the outcome.  

The cons are that it is sometimes difficult to satisfy the required assumptions, 

particularly with a very large sample30. 

Propensity score matching 

The first step is identify the characteristics that predict whether a firm receives 

assistance.  The propensity score is the conditional probability of receiving a 

treatment, in our case GSR assistance, given pre-treatment characteristics.  

Rosenbaum and Rubin (1983) show that if exposure to treatment is random within 

cells defined by X, it is also random within cells defined by the values of the following 

variable: 

( ) ( ) ( )XX DEDXp ==≡ 1Pr  

Thus we can write the average treatment effect on the treated as 

( )
( )( ){ }

( )( ) ( )( ){ }1,0,1

,1

1

01

01

01

==−==

=−=

=−≡

DpDYEpDYEE

pDYYEE

DYYEATT

XX

X

α

 

We need to make two assumptions to derive the above equations: 

(a)  that the exposure to treatment is random once we account for firm 

characteristics, i.e. ( )XpXD ⊥   

(b) that potential outcomes are independent of treatment assignment once 

we account for the firm characteristics, i.e. ( )XpDYY ⊥10 , .  Assumption 

                                                 
30

 In particular, the balancing hypothesis-see below. 
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(a) – the balancing hypothesis – means that firms with the same 

propensity score should look the same (have the same value of the 

vector X), regardless of whether or not they are treated.  Testing the 

balancing hypothesis is an important part of model specification in 

estimating the propensity score.   

We estimate the propensity score using a standard probit model with variables 

related to previous sales, previous sales growth, employment, capital, exporting 

behaviour, industry and previous government assistance from NZTE and other 

agencies.  We use Becker and Ichino’s (2002) pscore routine for this task. 

After estimating a probit model of the probability of treatment, we split the 

sample into equally-spaced strata according to their propensity score.  For each 

stratum, we test whether the propensity scores for treated and untreated firms are 

not different.  We continue to divide the respective stratum until the propensity scores 

are not different for all strata.  Once we have strata of firms made up of treated and 

untreated firms with a similar likelihood of receiving assistance, we test the 

appropriateness of the balancing hypothesis.  That is we perform a t-test of the 

means of the explanatory variables for the two types of firms.  If these are all 

insignificant, we consider our data to be balanced and appropriate for estimation of 

the treatment effect.  Exploratory analysis showed that many variables which we 

thought would be important for explaining participation in GSR failed the balancing 

hypothesis and were therefore excluded31. 

Once the balancing hypothesis is satisfied we move on to the second stage of 

computing the treatment effect.  In what follows, we denote the set of control units 

that are matched to an assisted firm i as C(i) and the outcomes of treated and 

untreated (control) firms as Y
T and Y

C respectively32.  We also drop the time 

subscripts because there are essentially only two periods, pre- and post–treatment.  

Next we discuss the different types of matching estimators. 

                                                 
31

 Since the balancing hypothesis is testing many comparisons of means, it is simple to see how a very 
large sample will allow one to state whether two sub-populations are statistically distinguishable, even if 
they are not necessarily economically different.  For example because of the low standard errors, we 
may be able to say with a high degree of certainty that the population of treated firms has on average 1c 
more sales than the untreated one – however, it is a moot point as to whether we would consider such a 
small different as qualitatively important.  Moreover, with ten strata and ten variables, we would fully 
expect any comparison of means to find at least one statistically significant difference at the 99% 
confidence level, even if the populations were drawn from the same population.   
32

 The discussion that follows and the programming of the Stata code to calculate the estimators come 
from Becker and Ichino (2002). 
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Nearest neighbour matching 

The nearest neighbour is selected by choosing the untreated firm with the nearest 

propensity score.  That is: 

    ( ) jippiC ji
j

≠−= ,min  

Thus, nearest neighbour matching is likely to match one firm in receipt of assistance 

to the most similar firm that is not in receipt of assistance (i.e. C(i) is a singleton set).  

In practice there may be more than one firm that satisfies this condition.  It may be 

the case that there are two firms the same distance away, but one with a value of pj 

that is higher and one with a value that is lower than pi (what Becker and Ichino, 

2002, call forward and backward matches).  In these cases, we use two methods to 

calculate the average treatment effect, ATT.  The first is to randomly select one of 

these (possibly groups of) observations and the other to give them equal weight.  The 

ATT is computed by taking the average of the treatment effects calculated by 

comparing the outcomes of the assisted firms with their untreated nearest neighbours 

from the control group.  In most samples, these are likely to yield similar results.  

However, since we have a huge pool of potential controls, the number of firms with 

the same propensity score will increase.  In general, the likelihood of ties increases 

with the number of controls and decreases with the number of variables (particularly 

continuous ones).  These two methods do not differentiate between firms that are the 

same distance in the same direction from the treated firm (i.e. those for whom pi-

pj=pi-pk i≠j≠k).  Since the random method is essentially arbitrary, our a priori 

preference is for the weighted method. 

Stratified matching 

Stratified matching uses the groups (strata) used to test the balancing restriction 

when calculating the propensity score.  Because the covariates within each stratum, 

or block (b) are balanced, receipt of government assistance can be considered 

random within each stratum.  Thus, we can compute the within-stratum average 

treatment effect as the average of the outcome for the treated minus the average 

treatment for the untreated for each stratum b: 

    
( ) ( )

C

b

bIi
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j

T
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j

S
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where I(b) is the set of firms in block b.  In order to calculate the overall ATT for all B 

blocks, we weight each block by the fraction of treated units it represents: 

    
( )∑

∑
∑

= ∀

∈
=

B

b i i

bIi iS

b

S

D

D

1

αα  

If we assume independence of outcomes across units, we can obtain standard errors 

analytically using the following formula for the variance: 

( ) ( ) ( )
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Note that if there is exactly one treated and/or one control in one or more of the 

blocks, the ATT in that block can be computed, but the standard error cannot.  

However, we do also calculate standard errors using bootstrapping techniques. 

Which matching method is best? 

When considering these different variations on the propensity score matching 

method, the question naturally arises: which is the best method?  Asymptotically, all 

of them should provide the same results.  As the sample size increases, they all 

become closer to the case where we compare only exact matches (Smith 2000).  

Ultimately, the choice one makes depends on the trade off between bias and 

variance.  Some of the estimators, or methods of implementation (e.g. nearest 

neighbour with or without replacement) are better in small samples.  In slightly larger 

datasets (i.e. those with a larger number of potential matches) some form of over-

sampling, such as using the kernel estimator, might be useful33.   

With a larger sample, it seems a waste to throw away all the potential extra 

information to be provided by our large group of untreated firms.  The question that 

arises is: how useful is this extra information?  In New Zealand, the distribution of 

firms is significantly different to other advanced economies in the sense that there 

are a number of relatively large firms and many small (by international standards) 

firms but very few medium-sized firms.  Since there appears to be something that 

prevents small firms becoming medium sized, it must be questioned as to how much 

information the large firms provide about small firms, who are in the majority.  These 

issues are complex and are the subject of policy debate.  Nevertheless, they do raise 

                                                 
33

 In an earlier exploratory piece using the LBD, Morris and Stevens (2007), we considered a larger 
number of estimators, including the kernel and radius estimators, but concluded that they were 
inappropriate for such a dataset as ours.   
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questions about the appropriateness of using the whole of the population of 

untreated firms, even when common support has been imposed. 

One method that does help with this is the stratified matching method.  The 

strata are chosen to ensure that both the propensity score and the characteristics of 

the firms (the X variables) of the treated and untreated firms therein are not different.  

Similarity is in this case is tested statistically.  Because the two sets of firms (treated 

and untreated) cannot be distinguished from each other, assignment to treatment is 

essentially random.  In such cases, the ATT is simply the difference in outcomes of 

the treated and untreated firms.  Such balanced samples are often difficult to achieve 

when there is a large set of potential controls, because of the increase in statistical 

power of our tests34.  Thus, if one can achieve a set of balanced strata in a large 

dataset such as ours, the stratified matching method becomes very attractive. 

Summary of approach for matching models 

We present results for 3 different types of models to estimate ATT.  We use Becker 

and Ichino’s (2002) routines to estimate the ATT for each technique.  These are run 

after pscore. 

1. Nearest neighbour matching I 

2. Nearest neighbour matching II 

3. Stratified matching  

 

1) Models 1 (and 2) uses nearest neighbour methods.  The techniques match 

each firm in receipt of GSR assistance to a single (or occasionally multiple nearest 

neighbours in the event of a tie) unassisted firm.  The match is based on propensity 

values.  The treatment effect is then the difference between the outcome of the firm 

receiving GSR assistance and its single control firm.  In the event of a tie, the type 1 

method randomly selects just one of these observations.  We use the Stata routine 

attnr to estimate ATT, restricting the computation to the region of common support 

and calculating bootstrapped standard errors.   

2) Model 2 is the same as 1 except that in the case of a tie it uses all observations 

with equal weight.  We use the Stata routine attnw to estimate ATT, restricting the 

computation to the region of common support.   

3) Model 3 uses stratified matching based on the groups (strata) used to test the 

balancing hypothesis.  If the covariates within each group are balanced, the assisted 

                                                 
34

 See discussion in fn 31 
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and unassisted firms cannot be distinguished from each other and receipt of 

assistance can be considered to be random within each stratum.  So we can 

compute a treatment effect for each stratum by comparing the average outcome of 

assisted firms with unassisted firms within each stratum.  The overall ATT is 

calculated using a weighted average of all the individual stratum estimates, with the 

weighting based on the number of observations in each group.  We use the Stata 

routine atts to estimate ATT, restricting the computation to the region of common 

support. 

We present standard errors with all of our estimates.  In many cases, these can be 

computed analytically.  However if there is exactly one treated and/or one control in 

one or more of the strata, the standard error cannot be computed.  In these cases, 

we calculate standard errors using bootstrapping technique.   
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Appendix 2: Description of variables 

Table 9 Outcome variables  

Outcome 

Variable 
Description Source 

ln sales log of sales 

The source data on sales and purchases come from the Business Activity Indicator database, which is 
based on GST data from the Inland Revenue Department.  All businesses which conduct taxable activity 
are required to register for GST if their annual turnover was greater than $40,000 (previously $30,000).  
This constitutes total sales and income SI for the period (including GST).  It also includes zero rated 

supplies Z.  This is adjusted using data on zero-rated sales as follows ( ) ZZSSales
I

+−=
9

8 . 

GST data should also include government grants and subsidies except where these are intended for 
overseas use for international development. Ideally, we would exclude government grants from the sales 
variable used to estimate a treatment effect. We examined alternate sources of the sales variable (from 
IR10 and Annual Enterprise Survey data) to see whether we could find a measure that excluded 
government grants. Both these alternate sources have categories where government revenue should be 
reported separately. However, it was not clear that the grant information was recorded separately so we 
retain GST data as our measure because of the greater coverage of New Zealand businesses. Ideally, we 
would subtract the known government grant funding from the GST sales measures. However, we do not 
have accurate payment date information yet so we are unable to do this. We plan to include this additional 
information in 2009. 

ln va Log of value added 

Value added is the difference between sales and purchases. 

 The purchases data in the BAI also come from the GST data.  They relate to ‘Total purchases and 
expenses (including GST) for which tax invoicing requirements have been met’ and include an estimate for 
imported goods and the use of private goods and services in taxable activity.  Our purchases data are 
adjusted to exclude GST.  

ln prod 
Log of labour 
productivity 

Value-added divided by rolling mean employment 
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Table 10 Control variables  

Firm characteristics 

Variable Description Source 

ln rme 

(ln rme2) 

log of employment 

(log squared 
employment)  

Employment data are from aggregated Pay-As-You-Earn (PAYE) data from Inland Revenue Department (IRD).  
Employment is measured using an average of twelve monthly PAYE employee counts in the year.  This is known as 
Rolling Mean Employment (RME).  It includes an annual count of working proprietors.   

ln capital 

(ln capital2) 

Log of depreciation 

(log of squared 
depreciation) 

Capital services are approximated by depreciation.  We use depreciation data from the Annual Enterprise Survey 
imputed IR10 data.   

age 
Years since first 
recorded activity 

We use the birth date of a firm from the LBF to calculate an initial estimate of age of firm.  Because some firms have 
sales or other information records prior to the official birth date, we check the BAI and government scheme 
databases to see whether we have any information in years prior to the official birth date in LBF and replace the 
birth date with the earliest record year if necessary. 

in group 
Dummy variable for 
group status  

This variable is one if the firm is independent, i.e. is a single enterprise and not in a parent/subsidiary relationship 
with other firms between 2000 & 2006.  This is the period covered by LBF which holds the ownership information.  It 
is zero if first is involved in a group for year within the period covered by LBF.   

manufacturing 

services 

Dummy variables for 
manufacturing or 
services industries. 

Firms are assigned to three broad industry groups: Service industries, that is ANZSIC codes J (communications 
services), K (finance and insurance), L (property and business services), N (education), O (health and community 
services) or P (cultural and recreational services), and two manufacturing groups (ANZSIC divisions C20-C49 and 
C50-C99).  Our initial analysis showed no significant differences between the 2 separate manufacturing dummies so 
we merged them for this paper  

export ind 

group_export_ind 

Dummy variable for 
whether a firm exports 
or is in a group that 
exports 

The export indicator is one if the value of exporting revenue in any year is greater than zero.  It is zero otherwise.  
Similarly, the group export indicator is one when any other firm in the group has exporting revenue greater than one.  
The exporting revenue is based on Customs data.  It is collected from forms completed by firms whenever they 
import or export any physical goods.   

foreign 
A dummy variable for 
foreign-owned firms 

The foreign indicator is one if a firm is owned or controlled by a non-resident.  This variable is based on an IR4 
response. 
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Government assistance variables
35

   

Variable Description Source 

gsf  

grant gsf  

slopegsf 

A variable to indicate 
whether firm received 
treatmen (GSF + 
advisory services) 

gsf equals one if the firm if a firm has received a GSF grant and advisory services (received treatment) and 0 

otherwise.  gsf is interacted with year dummies to give time dependent estimates of 0α . 

slopegsf  is the number of years since first treatment and is 0 if  firm is not treated.  Both variables are 0 before 
treatment.   
Grant gsf is the cumulative grant dollars received by the firm prior to that point.   
 

cms 

slopecms 

A variable to indicate 
whether firm received 
treatment (advisory 
services) 

cms equals one if the firm if a firm has received a advisory services and 0 otherwise.  cms is interacted with year 

dummies to give time dependent estimates of 0α   

slopecms  is the number of years since first treatment and is 0 if  firm is not treated.  Both variables are 0 before 
treatment.   
  

other  

group other  

grant other 

A dummy variable for 
whether a firm 
received any grant 
from NZTE other than 
the scheme being 
evaluated 

Other gsp equals one if the firm has ever accessed any other grants from NZTE or 0 otherwise.  Similarly, group 
other gsp is one if any other member of the group has accessed another grant from NZTE.  Both variables are zero 
before receipt of other grants and one afterwards.  Grant other is the cumulative grant dollars received by the firm 
up to that point. 
 We include the following: In-scope grant programmes include: Australia New Zealand Bio-technology Partnership 
Fund, Business Growth Fund, Cluster Development Programme, Better by Design, Enterprise Awards Scheme, 
Enterprise Development, Enterprise Development Grants - Capability Building component, Enterprise Development 
Grants- Market Development component, Enterprise Network Funding, GIF Sector Projects, Growth Services 
Funds, Major Investment Fund, Regional Partnerships Programme and Strategic Investment Fund.   

non nzte 

group non nzte 

grant non 

A dummy variable for 
whether a firm 
accessed any non-
NZTE grant 

Non nzte equals one if the firm has accessed any grants from FRST or TPK in a given year.  Similarly, group non 
nzte equals one if another group member has accessed FRST/TPK grants.  Both variables are zero before receipt 
of grants and one afterwards.  FRST schemes included in the GAP database are: Grants for Private Sector 
Research and Development, Technology for Business Growth programmes, Technology for Industry Fellowships, 
SmartStart and other TechLink schemes.  The TPK administered schemes that have been matched are the Māori 
Business Facilitation Service and Māori Tourism Facilitation Service.   

                                                 
35

 These variables only appear as lagged variable in our models: lags of one year are denoted by L_ before the variable name; lags of 2 years are L2_ before the variable 
names 



 

879027 60 

Government assistance variables
35

   

Variable Description Source 

inv job 

group inv job 

A dummy variable for 
whether a firm 
accessed NZTE’s 
Market Development 
Services 

Inv job equals one if the firm has accessed any of NZTE’s Market Development Services (MKDS) in a given year.  
Similarly, group inv job equals one if another group member has accessed MKDS.  Both variables are zero before 
any services are accessed and one afterwards.  MKDS relate to services provided for firms under some kind of full 
or partial cost recovery.   

Gap history 

A dummy variable for 
whether a firm has 
received any other 
government 
assistance that is not 
the treatment scheme 

Gap history  equals one if the firm has accessed any grants or services from FRST or TPK or any grants or 
services from NZTE  excluding the treatment scheme, from 2000 to the year in question.  The variable is zero 
before receipt of any grants and one afterwards. 
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Appendix 3: Tables of Results 

A3.1 Impact of combined GSF using panel methods 

The following tables present panel model results for assessing the impact on firms of 

receiving a GSF grant and associated NZTE intensive client management services.  

Results are presented for Models 1, 5, 6 and 7 – these are described in the Detailed 

Methods  section.  The following apply to these tables: 

• Year dummies and constants have been omitted from the tables for clarity.   

• All cumulative dollars (in the intensity models) have been divided by 1000. 

•  The L and L2 operators preceding variable names refer to lags of one or two 

years of that variable.   

• Standard errors are shown in parentheses. 

• * significant at 10%;** significant at 5%; *** significant at 1% 
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Table 11 Impact on Sales for firms receiving combined GSF/services (dummy 
variable) 

 

 

 

Specification # (1)  (5) (6) (7) 

Lln_sales 0.206*** 0.506*** 0.645*** 0.233*** 
 (0.004) (0.014) (0.060) (0.023) 

L2ln_sales  0.002 0.009  
  (0.005) (0.009)  

Lgsf2003 0.052 0.149** 0.190** 0.136** 
 (0.055) (0.068) (0.081) (0.067) 

Lgsf2004 0.084 0.125** 0.154*** 0.155*** 
 (0.060) (0.052) (0.050) (0.045) 

Lgsf2005 0.068 0.140* -0.015 0.044 
 (0.065) (0.075) (0.070) (0.051) 

Lgsf2006 -0.215** -0.177 -0.101 -0.020 
 (0.102) (0.129) (0.119) (0.086) 

slopegsf 0.024 -0.008 0.090 0.095** 
 (0.020) (0.020) (0.060) (0.048) 

Lothergsp 0.043** 0.050*** 0.050** 0.058*** 
 (0.018) (0.019) (0.024) (0.021) 

Linvjob 0.039** 0.021 0.016 0.077*** 
 (0.018) (0.019) (0.026) (0.020) 

Lnon 0.039** 0.052** 0.064** 0.094*** 
 (0.018) (0.023) (0.029) (0.020) 

ln_rme 0.332*** 0.194*** 0.077 0.149*** 
 (0.003) (0.015) (0.049) (0.023) 

ln_rme2 0.080*** -0.013* -0.002  
 (0.001) (0.007) (0.015)  

Lcapital -0.038*** -0.022*** -0.946*** -0.162*** 
 (0.002) (0.006) (0.342) (0.033) 

export_ind 0.043*** -0.005 -0.753*** -0.577*** 
 (0.005) (0.011) (0.198) (0.190) 

Observations 1053690 699210 754080 1053690 
Number of clusters= 331175 245830 268435 331175 
Anderson statistic 
(identification/IV relevance 
test) 

78567 7099   

Hansen J statistic  392   
Arrelano-Bond test for 
AR(2),z= 

  4.159 2.127 

Prob > z   0.000 0.033 
Sargan test of overid.  
restrictions 

  84.606 70.758 

Chi2:   29.000 18.000 
Hansen test of overid.  
restrictions 

  103.917 81.478 

Chi2:   29.000 18.000 
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Table 12 Impact on Sales for firms receiving combined GSF/services (intensity 
model) 

 
Specification # (1)  (5) (6) (7) 

Lln_sales 0.20551*** 0.50686*** 0.64400*** 0.23288*** 
 (0.00409) (0.01376) (0.06013) (0.02317) 

L2ln_sales  0.00129 0.00829  
  (0.00510) (0.00907)  

Lgrant_gsf 0.00047 0.00054 0.00030 0.00110** 
 (0.00040) (0.00042) (0.00061) (0.00046) 

Lgrant_other -0.00002 -0.00001 0.00000 0.00001 
 (0.00009) (0.00010) (0.00012) (0.00011) 

Lgrant_non 0.00029** 0.00030** 0.00032** 0.00047*** 
 (0.00012) (0.00015) (0.00015) (0.00015) 

L2grant_gsf 0.00065 -0.00019 -0.00013 0.00064 
 (0.00047) (0.00048) (0.00067) (0.00057) 

L2grant_other 0.00056 -0.00004 0.00008 0.00077 
 (0.00055) (0.00005) (0.00018) (0.00058) 

L2grant_non -0.00020 -0.00015 -0.00035** -0.00025* 
 (0.00012) (0.00012) (0.00016) (0.00013) 

ln_rme 0.33199*** 0.19466*** 0.08344* 0.13540*** 
 (0.00326) (0.01540) (0.04943) (0.02392) 

ln_rme2 0.08037*** -0.01423* -0.00986  
 (0.00147) (0.00735) (0.01580)  

Lcapital -0.0379*** -0.0223*** -0.8655** -0.1616*** 
 (0.00179) (0.00615) (0.34122) (0.03274) 

export_ind 0.0430*** -0.0081 -0.9080*** -0.7782*** 
 (0.00501) (0.01142) (0.21833) (0.21006) 

Observations 1053690 699210 754080 1053690 
Number of clusters= 331175 245830 268435 331175 
Anderson statistic 
(identification/IV relevance 
test) 

78092.264 7047.386   

P-val (null:eqn is 
underidentified) 

0.000 0.000   

Hansen J statistic  397.147   
p-val  0.000   
Arrelano-Bond test for 
AR(2),z= 

  4.147 2.117 

Prob > z   0.000 0.034 
Sargan test of overid.  
restrictions 

  82.355 71.178 

Chi2:   29.000 18.000 
Hansen test of overid.  
restrictions 

  101.889 79.540 

Chi2:   29.000 18.000 
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Table 13 Impact on Value-added for firms receiving combined GSF/services 
(dummy variable) 

 
Specification # (1)  (5) (6) (7) 

Lln_va 0.104*** 0.373*** 0.43511*** 0.29162*** 
 (0.003) (0.015) (0.07932) (0.03058) 

L2ln_va  0.003 0.01793  
  (0.005) (0.01615)  

Lgsf2003 0.074 0.085 0.04050 0.00399 
 (0.103) (0.123) (0.12441) (0.11304) 

Lgsf2004 -0.023 0.062 0.09015 0.08312 
 (0.080) (0.087) (0.07320) (0.06556) 

Lgsf2005 -0.072 -0.064 0.00267 0.04422 
 (0.105) (0.134) (0.08375) (0.07355) 

Lgsf2006 -0.054 -0.087 -0.03837 -0.00900 
 (0.098) (0.116) (0.10291) (0.09364) 

slopegsf 0.018 0.017 0.05004 0.04261 
 (0.025) (0.028) (0.06177) (0.05899) 

Lothergsp 0.063** 0.079** 0.07851** 0.07993** 
 (0.027) (0.033) (0.03816) (0.03503) 

Linvjob 0.020 0.039 0.07811** 0.08349*** 
 (0.022) (0.029) (0.03671) (0.02812) 

Lnon 0.038 0.049 0.11992*** 0.14442*** 
 (0.026) (0.035) (0.04157) (0.03295) 

ln_rme 0.323*** 0.169*** 0.09650 -0.01049 
 (0.005) (0.025) (0.06372) (0.04158) 

ln_rme2 0.080*** -0.001 -0.04830*  
 (0.002) (0.013) (0.02557)  

Lcapital 0.029*** 0.042*** -0.41057 -0.3053*** 
 (0.002) (0.007) (0.46682) (0.04236) 

export_ind 0.011 -0.045** -1.1315*** -1.1581*** 
 (0.008) (0.019) (0.33124) (0.32457) 

Observations 781300 499765 531385 781300 
Number of clusters= 267095 187820 201620 267095 
Anderson statistic 
(identification/IV relevance 
test) 

93714 3798   

P-val (null:eqn is 
underidentified) 

0.000 0.000   

Hansen J statistic  137   
p-val (null: instruments valid)  0.000   
Arrelano-Bond test for 
AR(2),z= 

  8.158 6.900 

Prob > z   0.000 0.000 
Sargan test of overid.  
restrictions 

  68.546 41.340 

Chi2:   22.000 18.000 
Hansen test of overid.  
restrictions 

  68.073 45.970 

Chi2:   22.000 18.000 
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Table 14 Impact on Value-added for firms receiving combined GSF/services 
(intensity model) 

 

 

Specification # (1)  (5) (6) (7) 

Lln_va 0.10382*** 0.37385*** 0.44163*** 0.29001*** 
 (0.00334) (0.01535) (0.08157) (0.03070) 

L2ln_va  0.00227 0.01700  
  (0.00474) (0.01665)  

Lgrant_gsf 0.00021 0.00057 0.00088 0.00094* 
 (0.00047) (0.00052) (0.00064) (0.00057) 

Lgrant_other 0.00010 0.00008 0.00018 0.00015 
 (0.00007) (0.00013) (0.00017) (0.00013) 

Lgrant_non 0.00010 0.00012 0.00028 0.00039* 
 (0.00015) (0.00017) (0.00024) (0.00023) 

L2grant_gsf 0.00036 0.00007 -0.00004 0.00046 
 (0.00056) (0.00064) (0.00080) (0.00079) 

L2grant_other -0.00011 -0.00008 0.00018 0.00021 
 (0.00009) (0.00010) (0.00030) (0.00031) 

L2grant_non 0.00010 0.00017 0.00001 0.00003 
 (0.00011) (0.00013) (0.00017) (0.00015) 

ln_rme 0.32267*** 0.17029*** 0.10575 -0.02789 
 (0.00481) (0.02457) (0.06524) (0.04319) 

ln_rme2 0.07999*** -0.00315 -0.06069**  
 (0.00198) (0.01260) (0.02685)  

Lcapital 0.02906*** 0.04157*** -0.34219 -0.3024*** 
 (0.00184) (0.00721) (0.47719) (0.04252) 

export_ind 0.01153 -0.04763** -1.3401*** -1.3752*** 
 (0.00791) (0.01921) (0.37174) (0.36049) 

Observations 781300 499765 531385 781300 
Number of clusters= 267095 187820 201620 267095 
Anderson statistic 
(identification/IV relevance 
test) 

93105.388 3774.705   

P-val (null:eqn is 
underidentified) 

0.000 0.000   

Hansen J statistic  142.466   
p-val  0.000   
Arrelano-Bond test for 
AR(2),z= 

  2.371 6.789 

Prob > z   0.018 0.000 
Sargan test of overid.  
restrictions 

  54.217 45.202 

Chi2:   29.000 18.000 
Hansen test of overid.  
restrictions 

  61.154 46.809 

Chi2:   29.000 18.000 
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Table 15 Impact on Productivity for firms receiving combined GSF/services 
(dummy variable) 

 
Specification # (1)  (5) (6) (7) 

Lln_prod 0.131*** -0.194*** 0.48574*** 0.47763*** 
 (0.003) (0.010) (0.09921) (0.05735) 

L2ln_prod  0.078*** 0.04355**  
  (0.004) (0.02160)  

Lgsf2003 0.075 0.184* 0.05850 0.01052 
 (0.104) (0.109) (0.13866) (0.12097) 

Lgsf2004 0.022 0.133** 0.16458** 0.10863 
 (0.070) (0.066) (0.07893) (0.06927) 

Lgsf2005 -0.058 -0.021 0.06651 0.05197 
 (0.107) (0.116) (0.08729) (0.07781) 

Lgsf2006 -0.050 -0.039 -0.00970 0.00479 
 (0.097) (0.096) (0.11221) (0.09926) 

slopegsf 0.021 0.029 0.07905 0.05017 
 (0.025) (0.026) (0.07387) (0.06147) 

Lothergsp 0.066** 0.064** 0.06965* 0.09180** 
 (0.028) (0.028) (0.04134) (0.03731) 

Linvjob 0.024 0.053** 0.09027** 0.09373*** 
 (0.022) (0.023) (0.03832) (0.03075) 

Lnon 0.043 0.067** 0.14774*** 0.16634*** 
 (0.026) (0.028) (0.04389) (0.03648) 

ln_rme -0.689*** -0.779*** -0.4287*** -0.7723*** 
 (0.005) (0.020) (0.07695) (0.04004) 

ln_rme2 0.083*** -0.076*** -0.1188***  
 (0.002) (0.012) (0.02904)  

Lcapital 0.034*** 0.059*** 0.04454 -0.3431*** 
 (0.002) (0.006) (0.50954) (0.05161) 

export_ind 0.014* -0.074*** -1.1224*** -1.0563*** 
 (0.008) (0.016) (0.35249) (0.33158) 

Observations 764810 499765 512575 764810 
Number of clusters= 260675 187820 193300 260675 
Anderson statistic 
(identification/IV relevance 
test) 

168085.557 3396.644   

P-val (null:eqn is 
underidentified) 

0.000 0.000   

Hansen J statistic  702.358   
p-val (null: instruments valid)  0.000   
Arrelano-Bond test for 
AR(2),z= 

  1.696 7.185 

Prob > z   0.090 0.000 
Sargan test of overid.  
restrictions 

  75.527 43.541 

Chi2:   29.000 18.000 
Hansen test of overid.  
restrictions 

  75.514 51.385 

Chi2:   29.000 18.000 
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Table 16 Impact on Productivity for firms receiving combined GSF/services 
(intensity model) 

 
Specification # (1)  (5) (6) (7) 

Lln_prod 0.13080*** -0.1476*** 0.49357*** 0.4750*** 

 (0.00318) (0.01086) (0.10219) (0.05764) 
L2ln_prod  0.07802*** 0.04262*  
  (0.00352) (0.02217)  

Lgrant_gsf 0.00043 0.00108** 0.00129* 0.00108* 
 (0.00046) (0.00045) (0.00068) (0.00062) 

Lgrant_other 0.00012* 0.00009 0.00022 0.00020* 
 (0.00007) (0.00009) (0.00020) (0.00011) 

Lgrant_non 0.00012 0.00003 0.00032 0.00045* 
 (0.00015) (0.00015) (0.00027) (0.00025) 

L2grant_gsf 0.00036 0.00031 0.00030 0.00061 
 (0.00056) (0.00051) (0.00092) (0.00084) 

L2grant_other -0.00013 -0.00003 0.00015 0.00012 
 (0.00009) (0.00010) (0.00033) (0.00031) 

L2grant_non 0.00011 0.00018 0.00014 0.00011 
 (0.00011) (0.00012) (0.00017) (0.00015) 

ln_rme -0.68937*** -0.7939*** -0.4160*** -
0.7947*** 

 (0.00515) (0.02224) (0.07915) (0.04158) 

ln_rme2 0.08339*** 0.00475 -0.1304***  
 (0.00209) (0.01343) (0.03059)  

Lcapital 0.03438*** 0.07983*** 0.08329 -
0.3401*** 

 (0.00185) (0.00642) (0.52253) (0.05183) 

export_ind 0.01398* -0.0441*** -1.3255*** -1.300*** 
 (0.00805) (0.01585) (0.39340) (0.36933) 

Observations 764810 499765 512575 764810 
Number of clusters= 260675 187820 193300 260675 
Anderson statistic 
(identification/IV relevance 
test) 

167984.764 3387.845   

P-vall (null:eqn is 
underidentified) 

0.000 0.000   

Hansen J statistic  712.210   
p-val  0.000   
Arrelano-Bond test for 
AR(2),z= 

  1.695 7.088 

Prob > z   0.090 0.000 
Sargan test of overid.  
restrictions 

  77.933 48.036 

Chi2:   29.000 18.000 
Hansen test of overid.  
restrictions 

  75.567 53.240 

Chi2:   29.000 18.000 
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A3.2 Impact of Client Management Services using panel methods 

The following tables present panel model results for assessing the impact on firms of 

receiving NZTE intensive client management services (CMS only).  Results are 

presented for Models 1 to 7 – these are described in the methodology section.  The 

following apply to these tables: 

• Year dummies and constant terms are omitted from the tables for clarity.   

• The L and L2 operators preceding variable names refer to lags of one or two 

years of that variable.   

• Standard errors are shown in parentheses. 

• * significant at 10%;** significant at 5%; *** significant at 1% 
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Table 17 Impact on Sales for firms receiving CMS only (dummy variable) 

 
Specification # (1)  (5) (6) (7) 

Lln_sales 0.207*** 0.505*** 0.64208*** 0.23320*** 
 (0.004) (0.014) (0.05947) (0.02314) 

L2ln_sales  0.002 0.00910  
  (0.005) (0.00903)  

Lcms2003 0.192 -0.025 0.20724 0.35636* 
 (0.210) (0.098) (0.18028) (0.18663) 

Lcms2004 0.143** 0.145* 0.05949 0.14726** 
 (0.070) (0.079) (0.07630) (0.06460) 

Lcms2005 0.559** 0.553** 0.16962* 0.21961** 
 (0.250) (0.259) (0.09252) (0.08869) 

Lcms2006 0.077 0.037 0.01252 0.10719 
 (0.099) (0.099) (0.09122) (0.08160) 

slopecms -0.024 -0.033 -0.00906 0.04718 
 (0.042) (0.054) (0.07377) (0.06156) 

Lothergsp 0.042** 0.054*** 0.05266** 0.05376** 
 (0.019) (0.021) (0.02516) (0.02192) 

Linvjob 0.040** 0.020 0.00739 0.07400*** 
 (0.019) (0.020) (0.02677) (0.02053) 

Lnon 0.047** 0.057** 0.07137** 0.09647*** 
 (0.019) (0.023) (0.02942) (0.02134) 

ln_rme 0.332*** 0.193*** 0.07986 0.15260*** 
 (0.003) (0.015) (0.04898) (0.02306) 

ln_rme2 0.080*** -0.011 -0.00186  
 (0.001) (0.007) (0.01531)  

Lcapital -0.038*** -0.021*** -0.986*** -0.163*** 
 (0.002) (0.006) (0.34685) (0.03272) 

export_ind 0.042*** -0.005 -0.7469*** -0.5247*** 
 (0.005) (0.011) (0.19437) (0.19024) 

Observations 1052075 698015 752830 1052075 
Number of clusters= 330780 245475 268065 330780 
Anderson statistic 
(identification/IV 
relevance test) 

78582.029 7219.286   

P-val (null:eqn is 
underidentified) 

0.000 0.000   

Hansen J statistic  390.207   
p-val (null: instruments 
valid) 

 0.000   

Arrelano-Bond test for 
AR(2),z= 

  4.094 2.089 

Prob > z   0.000 0.037 
Sargan test of overid.  
restrictions 

  85.639 70.184 

Chi2:   29.000 18.000 
Hansen test of overid.  
restrictions 

  104.128 80.872 

Chi2:   29.000 18.000 
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Table 18 Impact on Value-added for firms receiving CMS only (dummy variable) 

 
Specification # (1)  (5) (6) (7) 

Lln_va 0.104*** 0.373*** 0.41263*** 0.29494*** 
 (0.003) (0.015) (0.07722) (0.03071) 

L2ln_va  0.003 0.02240  
  (0.005) (0.01598)  

Lcms2003 -0.059 -0.134 -0.12083 0.00063 
 (0.143) (0.141) (0.15386) (0.16643) 

Lcms2004 0.044 0.081 0.04162 0.09058 
 (0.128) (0.143) (0.10116) (0.10171) 

Lcms2005 0.623 0.671 0.24174* 0.26720** 
 (0.387) (0.436) (0.14086) (0.13529) 

Lcms2006 0.087 0.130 0.03481 0.06003 
 (0.149) (0.132) (0.13495) (0.13948) 

slopecms -0.040 -0.088 -0.02557 0.02430 
 (0.060) (0.063) (0.10296) (0.09938) 

Lothergsp 0.057* 0.061* 0.04967 0.06722* 
 (0.029) (0.034) (0.03987) (0.03662) 

Linvjob 0.026 0.042 0.07781** 0.08821*** 
 (0.023) (0.030) (0.03808) (0.02930) 

Lnon 0.044 0.048 0.11371*** 0.14141*** 
 (0.027) (0.036) (0.04128) (0.03407) 

ln_rme 0.323*** 0.169*** 0.10418* -0.00411 
 (0.005) (0.024) (0.06282) (0.04119) 

ln_rme2 0.080*** -0.001 -0.04645*  
 (0.002) (0.012) (0.02469)  

Lcapital 0.029*** 0.042*** -0.487 -0.310*** 
 (0.002) (0.007) (0.46407) (0.04257) 

export_ind 0.012 -0.042** -1.0911*** -1.0404*** 
 (0.008) (0.019) (0.31626) (0.32189) 

Observations 780005 498820 530425 780005 
Number of clusters= 266755 187525 201315 266755 
Anderson statistic 
(identification/IV 
relevance test) 

93827.980 3877.203   

P-val (null:eqn is 
underidentified) 

0.000 0.000   

Hansen J statistic  134.651   
p-val (null: instruments 
valid) 

 0.000   

Arrelano-Bond test for 
AR(2),z= 

  2.147 6.976 

Prob > z   0.032 0.000 
Sargan test of overid.  
restrictions 

  55.296 41.524 

Chi2:   29.000 18.000 
Hansen test of overid.  
restrictions 

  66.296 48.160 

Chi2:   29.000 18.000 
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Table 19 Impact on Productivity for firms receiving CMS only (dummy variable) 

 
 
Specification # (1)  (5) (6) (7) 

Lln_prod 0.131*** -0.149*** 0.45959*** 0.47899*** 
 (0.003) (0.011) (0.09492) (0.05731) 

L2ln_prod  0.078*** 0.04845**  
  (0.004) (0.02110)  

Lcms2003 -0.020 0.046 -0.18584 0.07377 
 (0.172) (0.116) (0.13866) (0.26460) 

Lcms2004 0.053 0.051 0.07533 0.12840 
 (0.133) (0.121) (0.11635) (0.12362) 

Lcms2005 0.622 0.710** 0.25453* 0.25236* 
 (0.390) (0.351) (0.15201) (0.14590) 

Lcms2006 0.085 0.201 0.02457 0.02090 
 (0.150) (0.127) (0.14970) (0.14580) 

slopecms -0.040 -0.053 0.02424 0.04802 
 (0.059) (0.064) (0.11383) (0.10899) 

Lothergsp 0.059** 0.045 0.03584 0.08163** 
 (0.029) (0.029) (0.04288) (0.03903) 

Linvjob 0.029 0.052** 0.09304** 0.09745*** 
 (0.024) (0.024) (0.03930) (0.03204) 

Lnon 0.047* 0.044 0.13816*** 0.16213*** 
 (0.028) (0.029) (0.04306) (0.03756) 

ln_rme -0.689*** -0.791*** -0.4317*** -0.7652*** 
 (0.005) (0.022) (0.07571) (0.03985) 

ln_rme2 0.084*** -0.000 -0.1166***  
 (0.002) (0.013) (0.02785)  

Lcapital 0.034*** 0.079*** -0.03051 -0.3445*** 
 (0.002) (0.006) (0.49786) (0.05163) 

export_ind 0.014* -0.043*** -1.0450*** -0.9532*** 
 (0.008) (0.016) (0.33265) (0.33020) 

Observations 763520 498820 511625 763520 
Number of clusters= 260335 187525 193000 260335 
Anderson statistic 
(identification/IV 
relevance test) 

167814.288 3467.050   

P-val (null:eqn is 
underidentified) 

0.000 0.000   

Hansen J statistic  694.754   
p-val (null: instruments 
valid) 

 0.000   

Arrelano-Bond test for 
AR(2),z= 

  1.496 7.210 

Prob > z   0.135 0.000 
Sargan test of overid.  
restrictions 

  77.923 43.513 

Chi2:   29.000 18.000 
Hansen test of overid.  
restrictions 

  79.333 52.776 

Chi2:   29.000 18.000 
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A3.3 Impact of combined GSF using matching method 

This section presents matching model results for assessing the impact on firms of 

receiving a GSF grant and associated NZTE intensive client management services.  We 

considered two versions of each treatment: one using levels and the other using first 

differences.  The matching is performed separately for three different industry groupings: 

manufacturing; services and other industries.  We only consider the impact of receiving 

combined GSF and CMS services because we were unable to obtain robust estimates 

for firms that only received CMS services using this method. 

 

Table 20 Estimation of propensity scores 

 
 

Manufacturing 

All grants 

D 

Manufacturing 

New Grants 

∆ D 

Services 

All grants 

D 

Services 

New Grants 

∆ D 

ln_sales 0.126*** 0.137*** 0.103*** 0.111*** 

 (0.013) (0.013) (0.015) (0.016) 

gap_history 1.240*** 1.121*** 1.517*** 1.400*** 

 (0.056) (0.059) (0.064) (0.070) 

Yr2002 -0.684*** -0.661*** -0.948*** -0.842*** 

 (0.145) (0.141) (0.303) (0.298) 

Yr2004 0.164***    

 (0.059)    

Yr2005 0.099* -0.034 0.097 0.097 

 (0.060) (0.061) (0.062) (0.068) 

Observations 106045 113360 487010 438350 

Pseudo R2 0.32 0.29 0.32 0.29 

� Dependent variable is the probability of receiving a GSF grant (D) in Columns (1,3) or  new GSF 

grants (∆D) in columns (2,4).   

� Sales  and government assistance history variables are calculated in the year of receipt of grant 

� Standard errors in parentheses     

� *
 significant at 10%; 

**
 significant at 5%; 

***
 significant at 1%  

� Observations have been rounded to nearest 5 

� Constant terms were included in both regressions  
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Table 21 Final blocks for propensity score: Manufacturing 

Number N Block 
number 

Mean of 
Propensity Score  Controls   

1 9.12E-05 58,010 5 58,015 
2 0.000781 15,390 15 15,400 
3 0.001563 4,735 30 4,765 
4 0.003125 955 5 960 
5 0.00625 480 0 485 
6 0.0125 915 15 935 
7 0.025 1,260 40 1,295 
8 0.0375 1,040 70 1,110 
9 0.05 1,380 105 1,485 
Block Total  84,165 285 84,450 

• Observations have been rounded to nearest 5 

• Estimated on region of common support 

 Table 22 Final blocks for propensity score: Services 

Number N Block 
number 

Mean of 
Propensity Score  Controls   

1 4.87E-05 290,365 15 290,380 
2 0.000195 36,985 25 37,010 
3 0.000391 5,955 10 5,960 
4 0.000781 975 0 975 
5 0.001563 195 0 195 
6 0.003125 85 0 90 
7 0.00625 425 0 425 
8 0.0125 1,775 45 1,820 
9 0.025 1,235 45 1,280 
10 0.05 25 0 25 

Block Total  338,020 140 338,160 

• Observations have been rounded to nearest 5 

• Estimated on region of common support 

 

The following tables present the results of the matching models using the blocks 

and propensity scores described above and in the main text.  For all tables:  

• Observations have been rounded to the nearest 5 

• Standard errors are shown in parentheses. 

• * significant at 10%;** significant at 5%; *** significant at 1% 

 

 

Table 23 Impact on sales for firms receiving GSF - Manufacturing 

Dependent variable = 
ln sales ; 
 
Treatment = GSF  

(1) 
Stratification 

(2) 
Nearest 

neighbour (nw) 

(3) 
Nearest 

neighbour (nd) 

N Controls 82,915 280 280 
N Treated 290 290 290 
ATT 0.140** 0.104 0.104 
Bootstrapped Std.  Err. 0.062 0.089 0.087 
Bootstrapped t-statistic 2.253 1.159 1.189 
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Dependent variable =  

∆∆∆∆((((ln sales); 
 

Treatment =∆∆∆∆GSF  

(1) 
Stratification 

(2) 
Nearest 
neighbour (nw) 

(3) 
Nearest 
neighbour (nd) 

N Controls 74,515 225 225 
N Treated 225 225 225 
ATT 0.148*** 0.160*** 0.160*** 
Bootstrapped Std.  Err. 0.022 0.058 0.058 
Bootstrapped t-statistic 6.641 2.747 2.737 

 

Table 24 Impact on sales for firms receiving GSF – Services 

Dependent variable = 
ln sales ; 
 
Treatment = GSF  

(1) 
Stratification 

(2) 
Nearest 

neighbour (nw) 

(3) 
Nearest 

neighbour (nd) 

N Controls 331,235 135 135 
N Treated 135 135 135 
ATT 0.180** 0.050 0.033 
Bootstrapped Std.  Err. 0.082 0.138 0.154 
Bootstrapped t-statistic 2.199 0.364 0.217 

 
Dependent variable =  

∆∆∆∆((((ln sales); 
 

Treatment =∆∆∆∆GSF  

(1) 
Stratification 

(2) 
Nearest 

neighbour (nw) 

(3) 
Nearest 

neighbour (nd) 

N Controls 303,065 110 110 
N Treated 110 110 110 
ATT 0.113* -0.005 -0.001 
Bootstrapped Std.  Err. 0.069 0.132 0.096 
Bootstrapped t-statistic 1.648 -0.041 -0.012 

 
 
 
 

 

Table 25 Impact on value-added for firms receiving GSF -Manufacturing 

Dependent variable = 
ln value-added; 
 
Treatment = GSF  

(1) 
Stratification 

(2) 
Nearest 

neighbour (nw) 

(3) 
Nearest 

neighbour (nd) 

N Controls 76,790 255 255 
N Treated 265 265 265 
ATT 0.165*** 0.114 0.114 
Bootstrapped Std.  Err. 0.059 0.089 0.103 
Bootstrapped t-statistic 2.781 1.282 1.099 
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Dependent variable =  

∆∆∆∆((((ln value-added); 
 

Treatment =∆∆∆∆GSF  

(1) 
Stratification 

(2) 
Nearest 
neighbour (nw) 

(3) 
Nearest 
neighbour (nd) 

N Controls 67410 200 200 
N Treated 200 200 200 
ATT 0.091* 0.113* 0.113 
Bootstrapped Std.  Err. 0.053 0.064 0.072 
Bootstrapped t-statistic 1.731 1.774 1.565 

 

 
 
 

Table 26 Impact on value-added for firms receiving GSF –Services 

Dependent variable = 
ln value-added; 
 
Treatment = GSF  

(1) 
Stratification 

(2) 
Nearest 

neighbour (nw) 

(3) 
Nearest 

neighbour (nd) 

N Controls 120,690 115 115 
N Treated 115 115 115 
ATT 0.165 0.155 0.155 
Bootstrapped Std.  Err. 0.124 0.152 0.166 
Bootstrapped t-statistic 1.332 1.021 0.935 

 
Dependent variable =  

∆∆∆∆((((ln value-added); 
 

Treatment =∆∆∆∆GSF  

(1) 
Stratification 

(2) 
Nearest 

neighbour (nw) 

(3) 
Nearest 

neighbour (nd) 

N Controls 114,765 85 85 
N Treated 85 85 85 
ATT 0.030 -0.059 -0.059 
Analytical Std.  Err. 0.093 0.194 0.118 
t-statistic 0.321 -0.306 -0.501 

 
 
 

Table 27 Impact on productivity for firms receiving GSF -Manufacturing 

Dependent variable = 
ln productivity; 
 
Treatment = GSF  

(1) 
Stratification 

(2) 
Nearest 

neighbour (nw) 

(3) 
Nearest 

neighbour (nd) 

N Controls 72013 255 255 
N Treated 265. 265 265 
ATT -0.046 -0.082 -0.082 
Bootstrapped Std.  Err. 0.033 0.093 0.070 
Bootstrapped t-statistic -1.386 -0.887 -1.177 
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Dependent variable =  

∆∆∆∆((((ln productivity); 
 

Treatment =∆∆∆∆GSF  

(1) 
Stratification 

(2) 
Nearest 
neighbour (nw) 

(3) 
Nearest 
neighbour (nd) 

N Controls 63570 200 200 
N Treated 200 200 200 
ATT -0.028 0.025 0.025 
Bootstrapped Std.  Err. 0.054 0.061 0.062 
Bootstrapped t-statistic -0.519 0.416 0.409 

 

 
 
 

Table 28 Impact on productivity for firms receiving GSF –Services 

Dependent variable = 
ln productivity; 
 
Treatment = GSF  

(1) 
Stratification 

(2) 
Nearest 

neighbour (nw) 

(3) 
Nearest 

neighbour (nd) 

N Controls 112510 110 110 
N Treated 115 115 115 
ATT -0.032 -0.039 -0.039 
Bootstrapped Std.  Err. 0.078 0.149 0.107 
Bootstrapped t-statistic -0.405 -0.260 -0.363 

 
Dependent variable =  

∆∆∆∆((((ln productivity); 
 

Treatment =∆∆∆∆GSF  

(1) 
Stratification 

(2) 
Nearest 

neighbour (nw) 

(3) 
Nearest 

neighbour (nd) 

N Controls 107025 80 80 
N Treated 80 80 80 
ATT -0.017 -0.090 -0.090 
Analytical Std.  Err. 0.108 0.152 0.187 
t-statistic -0.162 -0.590 -0.481 
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Appendix 4: Discussion of Results 

A4.1 Panel methods  

We present the results for this set of techniques in Table 11  to Table 16.  The treatment 

in these cases is receipt of a GSF grant (or predecessor) and the associated advisory 

services.  The even-numbered tables (Table 11, Table 13, Table 15) refer to what we 

have called the ‘dummy variable’ model, where we use a binary treatment indicator for 

the receipt of assistance.  In order to asses how the impact of receiving GSF and 

attendant CMS might vary from year to year, we have included a treatment indicator for 

each year separately.  In order to examine the possibility of an additional effect, beyond 

the new trajectory signified by the dummies, we include a slope dummy (slopegsf).  

When interpreting the results shown in these tables, bear in mind there are these two 

components to the treatment effect: a component associated with the mean impact of 

treatment and a component that depends on time since treatment.  To illustrate: a 

significant coefficient of 0.10 for Lgsf2003 implies that the mean impact is 10% for firms 

first receiving a grant prior to 2003 (i.e. in 2002).  If the slopegsf was also significant and 

equal to 0.01, then the total impact would increase by an additional 1% every year after 

treatment.  This would mean that those firms that received a GSF grant in 2002 had on 

average 11% higher levels of outcomes in 2003 than similar firms that did not receive 

assistance.  In 2004, the average outcome would be 12% higher than similar untreated 

firms.  If we have successfully removed all causes of bias, this increase would be solely 

due to the fact the firm received GSR assistance.  Note that we only have data on four 

years of treatment, so this effect is estimated on a maximum of four years.  This is not to 

be taken as suggesting that this additional 1% growth per year is permanent effect, 

causing firms to grow at that this additional rate indefinitely.   

The odd-numbered tables (Table 12, Table 14 and Table 16) refer to the ‘intensity 

model’, where we examine how the impact of assistance varies with its dollar value.  In 

order to account for more complex dynamics in the impact of assistance on outcomes 

using this model, we include both a first and second lag of the intensity of treatment 

variable (Lgrant_gsf and L2grant_gsf, respectively).   

The estimated impact of treatment on outcomes is over and above the level of that 

outcome that is explained by firm size, exporting assistance, other types of government 

assistance and other control characteristics.  The contributions due to these other factors 

are measured by each of the coefficients associated with the control variables.  As we 

are interested in the impact following receipt of assistance, all the government assistance 
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variables and the treatment effect are lagged by at least one year.  All treatment-related 

coefficients have been highlighted in bold for clarity. 

Each table presents results from a range of model specifications (see Appendix 1).  

The reason we present a range of results is to show the sensitivity of ATT estimates to 

various techniques.  Part of this variation is to be expected, as we move from our model 

where only lagged dependent variable is instrumented (model (1)) to more appropriate 

specification that accounts for more general endogeneity.  As we shall see the estimated 

impact of GSR assistance does vary according to which method is used and we discuss 

possible causes as we present the results.  We aim to present a feasible range of impact 

estimates from our preferred model specifications (these are shaded grey in the tables).  

We omit the results from Specifications 2 to 4 from Table 12 for brevity and focus on 

estimates from Specifications 5 to 7.   

Impact on sales for firms receiving combined GSF/services 

Dummy treatment variable 

Table 11 presents results using four different specifications to estimate the impact of 

assistance on the sales of firms.  Recall that the specifications differ primarily in the way 

in which endogenous variables are instrumented.  Column (1) presents results for the 

simplest specification, which only instruments the lagged dependent variable (Lln_sales).  

It is instructive to consider this case to illustrate the issue of endogeneity, even though it 

is not our preferred model for reasons discussed below. 

The treatment effects presented in column (1) are mainly small and positive, but 

not significant.  The exception is firms that received GSF grants in 2005 (Lgsf2006) - 

these appear to have significantly lower sales than comparable firms following treatment.  

All of the other firm characteristics are significant.  Current levels of sales are strongly 

influenced by levels of sales in the preceding year, suggesting that shocks to sales are 

persistent.  Sales are higher in firms with more employees and lower levels of capital, 

ceteris paribus.  Exporting is also associated with higher sales.  There is a discernable 

impact from other types of government assistance with this model.  For example, the 

coefficient relating to whether a firm accessed MkDS services (L_inv job) is 0.039.  This 

implies that a firm accessing MkDS services has about 4% higher sales the following 

year, over and above the additional impact due to the other factors.  Firms that had 

received other grants from NZTE (Lothergsp) or grants from other agencies (Lnon) also 

had slightly higher sales than those that received no assistance.   However, as we 
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discussed above we have reason to suspect that a number of these variables are 

endogenous. 

In columns (5) to (7) of Table 11, we examine the sensitivity of our estimates to a 

broader instrument set, as outlined in Table 8 in the previous appendix.  Our sensitivity 

analysis confirms that we did need to instrument the suspect control variables (those 

relating to RME, capital and exporting).  We obtained the most stable estimates when we 

included a wider set of variables and deeper lags in the instrument set.  We tested to see 

whether our instruments were valid.  All our instrument sets passed the relevance test 

confirming that the instruments we used were correlated with the endogenous 

regressors.  However, none of our instrument sets passed the overidentifying restrictions 

tests implying that our instruments were either not truly exogenous or they had been 

incorrectly excluded from the regression.  (We think the former is likely because inclusion 

of suspect instruments, e.g. L2ln_sales, did not help matters much).  If we had a longer 

time series we could try even deeper lags in the GMM style instruments but we are 

limited by our relatively short dataset.  We sought the best possible instrument set which 

showed the least evidence of serial correlation in the residuals (small values of z in the 

Arrelano-Bond test).   

The results suggest that if we account for slow adjustment in sales, firm size, 

capital, exporting behaviour and previous government assistance then we can see a 

statistically significant impact for treated firms in some years.  The mean impact clearly 

depends on the year of treatment.  This can be seen in both our preferred specifications.  

The impact ranges from about 13-15% for firms treated between 2002 and 2004, to 

negative and insignificant for firms treated in 2005.  These estimates suggest that either: 

(a) there is something different about the firms that were treated in the earlier years that 

allowed them to achieve more benefit from the assistance; or (b) there is something 

different in the way in which firms are selected and treated.  This may reflect changes in 

selection processes over time.  It may be that prior to 2005, most GSF recipients were 

firms with an established history with NZTE and its predecessor organisations (this is 

consistent with the 2005 evaluation findings that most firms classified as high growth 

potential in 2005 were legacy clients from predecessor organisations).  It is possible that 

these firms were primed for growth.  From 2005 onwards, NZTE may have needed to 

extend its net wider to select new clients (e.g. through referrals from the Enterprise 

Hotline) who may not have been at the stage where they could immediately benefit from 

assistance.   

This leads us to a discussion of the time-varying component of the treatment effect.  

Is there any evidence that the impact increases or decreases in time? Unfortunately, the 
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slope coefficient is not as stable.  In one of our preferred specifications (5) it is negative 

and insignificant (suggesting no effect, or that it may decline over time); in another (7) it 

is positive and significant (suggesting that some of the benefits take a while to appear).  

Because of this variability (and results presented in the next section), we conclude that 

we are not able to estimate the time varying component of the treatment effect at this 

stage.   

The impact on sales due to receiving other types of grant assistance from NZTE is 

also positive and significant (about 5%) and for firms accessing MkDS services (also 

5%).  The impact on sales due to assistance from other government agencies (primarily 

FRST) also has a significant positive impact on sales (7%).  This shows the importance 

of having information on all types of government assistance in order to correctly estimate 

the treatment effect for any particular scheme, to reduce the risk of benefits due to one 

scheme being falsely attributed to another.   

In summary, our results show that firms receiving GSF grants and associated 

services between 2002 and 2005 have on average around 9%36 higher sales than similar 

unassisted firms, after controlling for the effects of previous sales, employment, capital, 

exporting behaviour and previous government assistance.  The impact is strongest for 

firms treated before 2004 and is insignificant (and possibly negative) for firms treated in 

2005.   

These estimates probably err on the generous side – as some selection bias may 

remain.  This is because the firms that are classified as high growth potential firms and 

provided with GSR assistance by NZTE are also the firms most likely to respond to that 

assistance.  If we have not controlled for all the characteristics that determine selection 

into treatment then we will have bias.  Of greatest concern would be those characteristics 

that do not change over time (or change slowly).  However, the approach we use is able 

to reduce this source of selection bias relatively well, by first-differencing to remove fixed 

effects as well as by instrumenting the endogenous variables.   

Intensity model 

The first set of results assumed a relatively simple model for measuring the impact of 

treatment.  More realistically, the impact of assistance might depend on its intensity.  

Table 12 shows the results for the intensity model, which is based on the cumulative 

grant amount received by the firm prior to that year.  We also use a cumulative dollar 

model for the other government assistance control variables.   

                                                 
36

 We reran the regressions with a mean 0α  coefficient  to verify this estimate 
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The results using this model are less conclusive.  The treatment coefficient is 

positive for both preferred specifications, however it is only significant for one 

(specification (7)).  We find no evidence of more complex dynamics.  The impact is 

statistically insignificant for longer time lags (i.e., L2_grant_gsf coefficient is insignificant).  

The  linear time-varying component in this model was insignificant so we do not show 

those results.  We also did not include MkDS services in the intensity models because 

there was no accurate data to reflect the intensity of services provided by NZTE staff.   

Our preferred specifications give treatment coefficients L_grant_gsf  between 

0.0005 and 0.0011.  In order to assess the treatment effect in terms of dollar impact on 

sales, we need to make some assumptions about the typical size of a change in 

treatment, in this case, the average size of a GSF grant.  To see this consider the 

following regression equation: DY α=ln where α is the regression coefficient.  

Differentiating using the chain rule gives DYY ∆=∆ α)/1( 0 .  In the case of the dummy 

variable model 1=∆D , so that α  gives the percentage increase in Y due to treatment D  

( 0/100 YY∆×= ).  In the intensity model, the change in treatment from one year to 

next, D∆ , is the average value of a GSF grant paid between 2002 and 2005 ($51,300).  

The treatment coefficient for our preferred model is 0.00082
37

/1000 (recall that the 

cumulative dollars were divided by 1000).  Thus the percentage increase in sales (the 

treatment effect on sales) 4%$51,300102.8100 5 =×××= − .  This impact estimate is 

about half that estimated using the dummy variable model.   

Interestingly, other types of business assistance to firms from NZTE (Lgrant_other) 

do not appear to have a significant impact on sales when the intensity of assistance is 

taken into account.  This may be because the likelihood of receiving other NZTE 

assistance is positively related to the size of their GSF grant in dollar terms (our variable 

measures the intensity of treatment within a programme, and this is correlated with 

intensity of all NZTE treatment across all schemes).  However, the impact due to 

assistance from other agencies does have a significant impact, although the long-run 

impact is smaller.  The assistance from other agencies is primarily targeted at technology 

development and we would therefore expect a longer term impact.  Since this is the not 

the primary focus of the evaluation, we only  include terms for the impact two years post 

treatment but acknowledge that this is not the most realistic model for assistance of that 

type.   

                                                 
37

 We have averaged the coefficients from our preferred specifications 5 and 7. 
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Impact on value-added for firms receiving combined GSF/services 

The results for the impact of receiving GSF assistance on value-added (sales less 

purchases) are less positive (see Table 13).  Similar to the impact on sales, the treatment 

effect is positive for firms treated in earlier years and negative for firms treated in 200538.  

This trend is seen in all our preferred specifications.  However, none of the coefficients 

are significant.  If we pool these dummies and estimate the average impact for firms 

treated between 2002 and 2005, it is 4%, but this estimate is also statistically 

insignificant.  The time-varying coefficient is insignificant for all specifications.  Why might 

sales increase, but value added not?  To understand this, it is useful to consider what 

value added is: it is sales revenue minus intermediate consumption (in our case, 

purchases).  Sales revenue may have increased, but the cost of the intermediate goods 

and services required to produce these extra sales is greater.  Thus, one potential 

explanation for this lack of significant impact on value-added is that expanding firms may 

be constrained by suppliers and so increasing demand for inputs (e.g. purchases) are 

met with rising prices.   

Looking at the other variables, we see evidence of persistence in shocks to value-

added.  It is unclear what the relationship is between value-added and the number of 

employees or level of capital, since the coefficients switch signs for different 

specifications.  Exporting activity is linked to reduced value-added in the same year.  

Surprisingly the impact due to all other types of government assistance is mainly 

significant and quite high, ranging from about 8% for other NZTE grants, 6% for MkDS 

services and 11% for assistance from other government agencies.  However, all 

specifications suffer from serial correlation of the residuals which reduces our confidence 

in these results.  This autocorrelation may be due to additional dynamics in the 

determination of valueate that we have not modelled. 

Intensity model 

Turning now to the intensity model, we find that one of our preferred specifications, 

column (7), does show a significant effect of treatment on value-added (Table 14).  This 

is similar to the intensity model results for sales.  The point estimates and standard errors 

across the preferred specifications are similar.  The average impact on value-added due 

to receiving GSF assistance 4%$53,100108100 5 =×××= − .  This result is the same as 

that estimated using the dummy variable model.  However, the statistical significance of 

                                                 
38

 Recall, that Lgsf2006 refers to firms treated prior to 2006, i.e., in 2005. 
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the results is low and is not significant at all in columns (5) and (6).  There does not 

appear to be any change in impact over time.   

The high values of impact for other types of government assistance for this model 

have disappeared or been dampened down.  In contrast to results from the dummy 

treatment model, the impact due to other types of NZTE grants is not significant and the 

impact due to assistance from other agencies is only significant for one of our preferred 

model specifications.  One thing is clear and that is that past shocks to value-added 

influence the current year’s values.  All preferred specifications still suffer from serial 

correlation in the residuals. 

 Impact on productivity for firms receiving combined GSF/services 

Interestingly, when we move to labour productivity (or value-added per employee) we 

find stronger evidence for a significant effect due to assistance.  The dummy treatment 

results (Table 15) show the same pattern of more positive impacts for firms treated in 

earlier years and negative impact for firms treated in the last year.  The average impact 

for all treated firms is surprisingly high at 9%, although the estimates are only significant 

for one of our preferred specifications39.   

The results from the intensity model are quite consistent across specifications and 

all are statistically significant (Table 16).  The average impact on productivity is 6% 

based on intensity model results, or about half that estimated by the dummy treatment 

model.  Similarly, assistance from other government agencies, other types of NZTE 

grants and MkDS services all appear to have a positive impact on productivity.   

There is less evidence of persistence in labour productivity after removing fixed 

effects; in particular, the sign of the lagged dependent variable is not constant across 

specifications.  Productivity diminishes with increasing employees (suggesting either 

declining returns to scale and/or constraints on physical capital) and exporting activity 

and lower levels of capital. 

Impact due to CMS services alone  

All our previous results have shown the impact of a combination of assistance from 

NZTE – the receipt of a GSF grant and associated advisory services.  In these cases we 

are unable to differentiate between the impact due to the grant and that due to services 

provided by NZTE.  However, there are also firms that have received CMS services but 

                                                 
39

 We prefer Specification 6 over Specification 7 because the latter shows evidence of serial correlation in the 
residuals. 
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have never received a GSF grant.  These estimates of the impact of CMS services are 

shown in Table 17 to Table 19.  We do not have accurate data on the intensity of CMS 

services, so we only show results using a dummy treatment variable. 

The estimates for impact on sales due to these services are quite variable between 

preferred specifications and in some cases, unrealistically high.  For example, the 

treatment effect ranges from insignificant and negative to over 35% for firms receiving 

services prior to 2003.  For firms starting treatment a year later in 2003, the effect is more 

stable and about 14%.  This is followed by a jump in impact to over 55% for firms starting 

treatment in 2004.  While the pattern is roughly similar to that found when considering the 

impact of combined grant and CMS, we do not consider these estimates to be robust.  

One of our concerns is the lack of high quality information about exactly when a firm 

began to receive intensive client management.  We approximated this date from other 

information in the historical records.  Fortunately, NZTE began collecting more detailed 

information about recipients from 2007 onwards, so evaluations in the future will be able 

to draw on a higher quality dataset. 

The results for value-added and productivity are similarly variable.  All but a few 

estimates of the treatment effect are insignificant.  The exception is the impact for firms 

that began receiving CMS in 2004; however some of the estimates are unrealistically 

high.  For example, one specification estimates over 70% impact on productivity, 

although the impact is lower (25%) for the model with no serial correlation in the 

residuals. 

Summary of panel results 

In summary, once we control for firm size, capital, exporting behaviour, previous 

government assistance from other sources and pre-assistance levels of these outcomes, 

we find a statistically significant positive effect of GSR assistance on sales (and to a 

lesser extent value-added and productivity).  The results show that firms receiving GSF 

grant and NZTE advisory services have on average about 4-9% higher level of sales, 

value-added and productivity than unassisted firms the year following transitions in 

receiving assistance.  The estimates are not particularly sensitive to the model assumed 

for receiving GSR assistance – results for the dummy treatment model and an intensity 

model are similar although when intensity is taken into account the impact is smaller.  

The effect of GSR assistance on value-added is the least conclusive – we find some 

evidence of impact using the intensity model but results from the preferred dummy 

treatment model are not significant.   
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An interesting finding is that the impact appears to be higher for firms receiving 

assistance in the earlier years (prior to 2005).  This may be linked to changes in selection 

processes over time whereby initial selection for assistance favoured firms with 

established relationships with NZTE and predecessor organisations.  It may be that these 

firms were at the stage where they could more readily benefit from assistance and we 

have not picked this up with our control variables or by removing the fixed effects.  In 

other words, there is still some selection bias in our estimates because treated firms are 

meant to be indistinguishable from untreated firms conditional on the controlling 

characteristics.  Another explanation is that the set of firms that can benefit was small 

and the ‘lowest hanging fruit’ were picked in the early years. 

We have not been able to separately determine the impact of receiving a GSF 

grant from CMS advisory services.  Results for the impact relating to CMS were too 

variable and insignificant to reach firm conclusions.  This could be due to the smaller 

numbers in this group and the poor quality of information relating to receipt of services. 

We do find evidence of significant effect for other types of government assistance 

using dummy treatment models, primarily those from other agencies (FRST and TPK) 

and to a lesser extent MkDS services from NZTE.   

We have seen that it was necessary to use instruments to reduce the bias caused 

by troublesome regressors related to employment, exporting and capital where we 

suspected a two way relationship between the regressor and the outcome variable.  It is 

also clear that there is a high degree of persistence in all our outcome variables; firms 

with high levels of sales or values added  in preceding years were likely to be followed by 

high levels of sales in the next year.  For this reason, we think the first order dynamic 

model is required and that standard approach with no dynamics, e.g. OLS or fixed 

effects, will give seriously biased estimates for the treatment effect.  Our best results 

(those with the least evidence of serial correlation in the error terms) were obtained using 

the difference GMM models.   

A4.2 Matching estimators 

The results presented in the previous section suggest that there may be some relation 

between the receiving GSR assistance and certain firm characteristics; and we have 

attempted to overcome this endogeneity through the use of instrumental variables.  

Matching estimators deal with this by estimating the probability of treatment conditional 

on these characteristics.  We turn now to the results of using the propensity score 

matching methodology. 
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Propensity score estimators 

The results of estimating the propensity scores for receiving treatment (i.e. receiving a 

GSF grant and associated services) are presented in Table 20.  We estimated the probit 

model results by separate industry groups: manufacturing and services.  We also 

estimated the likelihood separately for all grants (Columns 1 and 3) and new grants only 

(Columns 2 and 4). 

As can be seen from the table, the models include measures of firm sales and 

previous government assistance as well as year dummies.  The likelihood of receiving a 

GSF grant increases with higher sales in the year of receipt and if a firm had received 

any other form of government assistance since 2000 (including assistance from NZTE, 

FRST and TPK).  Note that the pseudo-R2 40 levels are quite high for such models in all 

cases, indicating a good level of fit.   

This may seem a sparse set of characteristics to explain whether a firm receives 

GSR assistance.  We tested several other variables to see whether they could improve 

the models.  The other variables included firm size, age, exporting behaviour, group 

structure, growth in size and sales, and government assistance by agency and type.  

Some of these other variables were significant for predicting treatment.  However, they 

failed the balancing test in one or more blocks and so could not included.  (Recall, the 

balancing test compares the means of firm characteristics in the control and treated 

populations.  If the test fails, then the two groups are different and so can’t be used to 

calculate the ATT).  In fact, balancing the strata turned out to be a very challenging task.  

We mainly used an ad hoc method to explore various combinations of variables and only 

included those that were significant in the probit model estimation.  Only our success 

came when we used parsimonious specifications such as those shown here.  We 

estimated the propensity score separately for manufacturing and services, effectively 

allowing the coefficients to sector. We do not consider these specifications to be ideal 

and future work will explore further sectoring (e.g. with firm size) to attempt to find 

specifications that include more dynamics and satisfy the balancing hypothesis.  

The distribution of assisted and unassisted firms across the blocks after testing the 

balancing hypothesis has been met is set out in Table 21 and  Table 22  for 

manufacturing and services firms, respectively.  The tables show the advantage of 

starting from such a large number of potential controls.  In many cases, treated 

individuals/firms in blocks at the upper end of the propensity score distribution are more 

                                                 
40

 Note that unlike in a linear regression, the pseudo-R
2
 of a probit cannot be interpreted strictly as the 

proportion of the variance in the dependent variable explained by the model. 
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numerous within their block than potential controls.  In such cases, if one wishes to use 

nearest neighbour matching, a tough decision needs to be made about whether to match 

with or without replacement.  If one chooses to match with replacement, single control 

firms may be matched to many treated firms.  Without replacement, treated firms will 

have to be matched to firms outside their balanced stratum and thus are likely to be 

rather dissimilar, and hence inappropriate, controls or dropped from the evaluation 

altogether.   

We tried the same approach with firms that only received CMS services and had 

not received a GSF grant.  However, we were unable to find any specification that 

passed the balancing test.  The following discussion refers to firms receiving the 

combination of GSF grants and CMS advisory services. 

Average treatment effects  

 The estimates of impact based on the propensity score matching are shown in Table 23  

to Table 26.  Each table sets out the calculated average treatment effect on the treated 

(ATT) along with the number of treated firms and the number of controls used to 

calculate this.  Each table also presents the bootstrapped standard errors and 

corresponding t-values.  Our bootstrapped standard errors are based on twenty 

replications.   

Each set of tables shows results for two approaches: matching on levels (all 

treatments) and matching on differences (new treatments only).  Results are split by 

industry group. 

Sales 

We begin with the impact on sales for firms in the manufacturing industry (see Table 23).  

The stratified and nearest neighbour estimators enable us to identify 290 instances of 

receiving GSF grants and 225 instances of new grants over the time period.  We match 

to 280 controls with the nearest neighbour methods and over 80,000 firms using the 

stratified method.  The stratified method provides us with two statistically significant 

estimates at around 15%; one using the levels approach (all treatments) and the other 

using first differences (new treatments only).  It is encouraging that these ATT estimates 

are similar to each other.  The ATTs for the two different nearest neighbour methods are 

also similar to the stratified matching estimates, although they are only significant when 

estimating the impact using differences. 
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These results suggest that firms have on average 15% higher sales one year after 

receiving assistance.  It is important to note that this is not because these firms already 

had high turnover as the pre-treatment level of firm sales is included in the set of control 

characteristics.  This result says that given comparable levels of sales, broad industry 

group and similar prior government assistance, firms that receive GSR assistance will 

have higher sales the following year. 

Results for the services industry are similar.  There are many more controls (over 

300,000) but few treated firms at around 135 for services group.  Clearly, manufacturing 

firms are more likely to have received GSF grants than those in the services or other 

industries.  The impact of receiving GSF on sales is similar for firms in the service 

industry (11-18%). 

Value-added 

 Because our data requirements are higher than for sales (i.e. we lose data for firms with 

zero or missing purchases because the log is undefined) the number of treated firms we 

can consider is 265 for manufacturing and 115 for services.  Focusing on the 

manufacturing firms, it appears that the ATT is sensitive to which approach is used; 

whilst an ATT value of 17% is obtained using all treatments, the value is less using the 

first difference approach (9%) and only marginally significant.  The impact on value-

added for services is statistically insignificant using both approaches. 

Productivity 

The impact on productivity (Table 27 and Table 28) was statistically insignificant for all 

industry groups and both types of matching methods (levels or first differences).  This 

appears to be inconsistent to the panel model results which showed impacts similar to 

those found for sales and value-added.  It is unclear why this is the case 

 


